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Z IR ABRNE R Gt F S AES A TSR EURE, Baitt i
SFERESENNRT. EBF R, HENMTEFSE, REFS]

CZEE T BRIRFHNER, EBRIESAIESE, REFIEHSI%
T—ARFIWTTE,

BR T ATAB St R IMEHEHE, RTFIFENZ—NEFLZITE
TAREMES BB 22, 55 F I REAFTEH N ARIMES TR
EIRVHFE, XEFHEEERITEBRAN. MRTRFEIEBRARESE



HEMEEZEARITRT, ANTMEFREESIBRIED. BRT RIS
£5%5, TAUXIEESEEZBRESHNEIR. SEFRAZIES. W
ESMEMRISHERE, EEALSROEERNAEEET —F,

EiF, SaTREFIFARPWRELR, BREBESLENST—IE
EMRAE—BRAEBSERBEGE T KEEL. KBk, BRES
ERBARILFATEHRES, BRT ERRIER—LEERIER, 7
RBTAXBYNBRDZE. BEEETRESF JFFIEIFFIE HESR
MR, XMFIERNAERFEZEEEA T E AR R EEFISEH
M, STEEHMTISEPE. XARBEMANIHEFESHEATEN.

BAREF IIHARKIBIRS TEREBSLIERGRERE, BEREE

TREFINEZAE—IMHaRRE, TR TAMEEIREY
. TSR BREFRMAEES, FERBERNEZHRE,

. EERIGAESE, AMIELA ERAEINEIGRIRE 7 HEEAEH)
(4N ImageNet IREER) ; ATIBZFIRAM “BE-XAK" FITIERED
BILtA B AT, ATEREBSAEI—ANXESESHN “£

ML 452, UREFRFENAESFSURAXS, EEmMIERRRIERE
HBfEIE K, AARAITEHR, FEitBRESABREREEER

BIEE, REREREFIREIINZHNFE.

FHRSSIERETUINZER, PUKERBESIEESETINSGR
A, 4551220185 LK, LABERT, GPTANRTRABRMIETIILIES IR
AGFsR4 T BRSO REES ERVRR =, #EIBRIES LR
BT —RIRM, EEEERABEMAENNREBERIES LIEESH
MREERISE] T XIBIRS, ARALIIEE LARSEEBE T ALKF.

FriB#R & IZ: (Pre-train) , BIEEAE—NRES LW IIZ
—ANEREY, SRRAETEES (WHRBFRESS) LHEHZER 3T
¥518 (Fine—tune) , MMAEIES NIHES EMEMNEE . EAXRR
F, XtEEFHSFS (Transfer Learning) BIEpy—FN A, 78T,
HATRIHEEEALRTE, SEETHZRIHIENNEFEFLIEESR.
2., WAIBRIGE KIRAIFREEIRER ?

HS:, XABEMIFERE—MRANIREIRE, REETES
HILANANETN T —MaAE (XAESRED) BAI LI — IR ESS
HTES. MITFXABBFEAREIFIR, L, ATUIEERSMRE
BAMENTNZEE. BARXMAFEZALFRERENTNIGE S



T EMATIEEFS] (Unsupervised Learning) , EILIXHAEM,
EARZIWIIZTIAREELER (Supervised) , EEMMIENIZZE

BISE=*>] (Self-supervised Learning) o

RNTEEBZEXIERFEFELNESUR, TEKFAFERARE
FIRBREEHB K. ETEHFEITransformer tiRB B ZHIZHT
STBEREESNERGE S, RIEEREEEREMEXNHERz—., E18
ER B ZRETEIA, fEantk KR EHE Ei)lZ— N8 KRR
Transformert&&), WESARFLIGPU, TPURRKFRBVIMXHITIHERE G
AR, BAMBRMINGIESRETEKES “BH7 , EXEE. KR
AAMARKENOMEFT, FERIESIBEE TKENHDS. N0penAl i
HHIGPT-3, B—1EAF1, 750N HHE R, TiEZ(EM4HF
EEFZNZ, BB/ ERE TR TR ARERRES, i
E. g . NuEfBammmEF. B, MIIGIEEEZERAE
RIS AIBRIFTTER .

Ba, TONGEBZMARSUNLBRENDEER “B17 /Ie?
HEARPREB AR MIZE /NSRBI HIEL



| %2=

BB S IR A A

AEEANMBERESLEPEEAM. RARMEE, B3R
AENARTE, AR5 TAEMTENEN. Hi, REfRRX
2 T FEARVIR (One-hot) /7R, ElERMTHARR, BEIE
ERREE=1MER. ETERXARNRRGE, AERWT&EHLHIA
RIEBMUAN R, BESETRNBEMEFNRTGE. ZBENME=X
KBRIBSLIEES, B): BSRE, EMESURNEES. HS,
EAMESEIEFTE WMRE. AUERTINEX S, NBES
BIEESMHME. BRSO, BIERS. NBMFMNERGESF. HTX
BAESZERALUAP AR HK LTl FFIRIF5 =X Ki0)E,
FRARIRI M BIX = A KB ARR B . &fa, MEBRESLIEES
MM G, TEEENHRES RAVERRIFE, STXIEREZTR
HUBLEUME, LARETXIFMERBATIEMNF.

2.1 XARHRT

HEZMNATEINBRESHITAIE, BAFTEMRIES (KBH
BXA) BN EEMITER@. F5H (String) BXAR
B3R, BEEERNNAEHEER. FHEFMHE, BFFFSI, mES
W—NFHRREME— T EY . ETFFHERNNARRRF AL
B BN FTREMNEFRIEBES, FEBRIREESFELATER
NFEARZENFERRMNE. AEAFFERR (BUFSERTR) HE
MAEXERN, HEFEERETHNNGZE. flin, ZFE—1
A FRVBRAMRME (RXEHMEX) , AU FTER: MRaFHhE
z“éﬁ”“%%”%ﬁ%%%i;m%ﬁﬂ“ﬁﬁ”“ﬂM”%ﬁN
ANz o

XMETHNWHEFERZEE. Tf, HNWAFNKRBERN



2, FERBRENAN YAFMWMA; HX, ANBRIEENDS
PR, RZIBSURTERAEEMNANEL; &5, BEANNES, R
Wz [BI AT REFAEF BARRAVE N, FEEETTEAMEIRER. Flwn, —
fﬁ?¢%ﬁﬂ?“§ﬁ”,RﬁﬂT“NE”,%ZEWﬁEﬁ%H
2We?

RTHERAETHNNGEEENU LEZORE, ETHHEFINE
MIBESAERARNEME, ERARMEERBXAFRARE, HF
FE—HERT—HHE. EHITRKIAE, REXHXLHFERENE
HATIMACKFN, FAIASEI— D8 THEFIRT . HPALLIE AR M4
WAl ARG, —MIEEEENEREXARTIARENFER: SEE x
HNE—HFTREMEIZX AP LI E, x,3R/x “F” HIAX
B, x3m “BX HMBURE, x;F/x “BE” HIMBRE, x5k
~ “BTR” HIEORESE, MREMNMAEZAGRREEI, MHENAYHE
BB A0, AJI, WABExXHIK/NMETFAENET (BIEAHEER
18) B9K/AN. RARFLA LURIE B AN RIS F1) B |E Bt M B E M 1T 0
B, m “ER” (x)) INEIWNE w,mfgetbEik, M “TTR”  (x4) 3T
MBI E w FTREEE BN (AT ASED , ST IERARMER L/ 8y
W, W K “BBR2” F, NN EFRESEILT0. XX ARR
B AR ARRNEES, BNRMAR R ARIRRER. RTH
UNATFETFHEFEINGZE, XARERRIETUATIHERANAK
Z [BIRHEIAE, BMERRZRBFEERYFTRANEIEZBHIFEL
?%ﬁgﬁ$ﬁﬁﬁﬁgﬁ%oTﬁﬁutﬁﬂ%%ﬁﬁ*ﬁﬂﬁﬁﬁ
HEIT 4B

2. 1.1 1A ARITR R

SR RER, BEA— MR NEEER— T (BiR
Aen Y, makin VD | sEsasthgicae B 76

==RH

= i Bews v| 2
€w =[0,0,++, 1,0 €{0,1]} @2-1)

o5 i A~

FEZEES, ARTEIMIES EEEEER, HAUEHR0.



X R R FR S ial Ay Ih AR R IR e JH #7448 (One—hot Encoding) o

WARTH—PEE LM EARIRFERTEARIMNEEHITE
™, XSSHEMER/MAEIBX EREMN, ERBERZEHREEE
M BRI ERMEEN 0. B, HNATETHEEE I G AR,
IMMFEBI S S MIERETE (Data Sparsity) [@)&. 5lan, FRigfENZ
BERRINE “2%7 , ®MREBEETEMT “EW’ , BRENCE
REBEL, BEEEZMATLEBHMI “Em” #1THN. BTHERR
gﬁ,gﬁ%Wﬁﬂﬁﬂﬁﬁmﬁ,ﬁ%%%ﬂ%ﬁﬁﬁﬁﬁﬂﬁﬂ
1)

AT ERMERREE, EAOMEAERTHES, FERESH
SRR A E, ARMEAE . TN A E R B S, DB
ARG, BT AordNet 2B VT, ARG “BZ” f1 “%
M 2R, RESINEIRERE N IS S RFHTIMHAE, AT
ERERE R AR R AR B, T, GRS s
%ﬁa§EEQEMﬁw,m%zmmx—ﬂﬁ%w%mETﬁﬁﬁw
QASAE L.

2.1.2 1R R

IHHV AR A 5 SHAERREE, METSIANFERNGEZRA
A ERZER, B RFHERZIT SRR . ABABRBIEBTNIER
FHIEF 1% B F N B4 IEEYE ?

1. 3 HRNEXRE

AMIERIEZFZEFRBEINKRRITHRE, BESRE LT ORHER
HENURMEXEM. ETX#HEME, John Rupert FirthT19574F1%
HTHHERIBNRIE: ANSXATHRE E TS FmiETERL. £F
ZBAE, TR R ARERNRIREXAYE, REEMIN LTSS
SHAFHITR R, HA, FHNIE BRI UR R T —MiE X EERNE
. BAREIRRERN ETX8ERE, UARMAEFA LTS/
{iE, FEEERAHC)E,

TEA—RGHATERNAGRAN SR TR, BLENE
BT =%



# EH B8 EF AE .
®EAE ¥ .

®OEX NE ¥ .

B LUAREE A FRMEITEERN LT, BATEEanE2-
VR E ISR R. H, R Yas “&” “=
B e, 7 o, BIVI=10) hpe—mrs—Aaw 5
F—Maw;, (ETX) ER—MOFHEIUR, SMI5E88t
snx i & A0,

F2-1 EANEHIBTOR R

£ ERk HH O EF A E O OBE 3 N
¥k 0 2 1 | 1 1 | 2 | 3
B 0 I 1 1 0 0 I 1 2
(SR I 0 1 1 0 0 0 0 I
e | I I 0 1 0 0 0 0 1
AbER 1 1 1 1 0 0 0 0 0 1
5 1 0 0 0 0 0 I I 0 I
WE 1 0 0 0 0 I 0 I 0 I
%3 2 I 0 0 0 1 I 0 | 1
BLEs 1 I 0 0 0 0 0 i 0 I
3 2 I 1 1 I I 2 | 0

KPNF—ITRR—MINEE. BEHERNREZERIRZLE
#, SAHERMERNBENE. W “SX” M “8” , ATEEEN
ETX “3” 1 “F37 , EEEMNZEERT—E/ENE, mMA=E
AR —R, RBEEATXR.

fRTE, ETXENEFAREZMAN, MAFEAEN LTSRN
HEERRERSBAARE. flan, ALUEREEGTFRN—TEER
OAREERE B3, WAILUMERRENXXEARSIEA LT, Ar&
FRERTRE SRR SR : EEMREE, aERIERN
AR EFEHENNEERT. MEERESHRRIGRRNEDRESR.

g, BEEFRAS ETXHHIVBURIEARNRIESR R, EV0FE
AT =N a)ga :

* FSAIR S EER. EfF, %7 . 7 SEMIRRLIH
SURRES, FHSEFRLAIGERAXFZNAMERE TEHMXLRLNE,



M5 T B SR HELE .

» HIVRFTERBIRZ BRIEM X FR. Hla0, Rk
_Lﬂ “A” 5 “B” ;j\:flj_lbﬁ, “B” 5 “C” ;j\:flj_lbﬁ, “0” 5 “D” ;j\:flj_lbﬁ,
B LISIUR, HEeRHA “A” 5 “c” #5 “B” HIH, EIZIEF
A—ERXER, T “A” 5 “D” XMESKHAYX RN FTEES.

- IAFAERGEREE. BEERNERENER0, X—FM
F2-1RWATAER L

TEZAMRINTEE 2 EEEMNETFES BREMERRRRIR X L

) R o
2. 5 HHER
BAEWNMFERASIINRSHEERNOIE. REIEMNEEZ: o

R—MASRZIREM, MFEENE; Rz, MR—MAIR59 714
Hi, MESENE. EELHHEEEE (Pointwise Mutual

Information, PMI) [8%FREWBMEX—m. XTFiRwA_ET3c, EHPMI
A

(2-2)

KB, P (w, o) P W) P (c) DRRwScHILIEE,
A BwFlcs SIS, T, BIPMIARITE, WNRwilcHIHIT
BE (53URERE) 55, BRviZcHINBERHES (S5
7)), MSEHPNHEST )N, K2, BEwHcHEIBERS, B v
e MEBEREE (RSTIR) , NISAHMPMIEBATEESEA. N
BT IR R S SRR St B2 R RE .

A LURT B A VSR E 3T (Maximum Likel ihood Estimation,
MLE) , SaitEHEXBERE. BEAKXA:



C(w,c)

P(w,c) = Si::::TE?(a;T;;j 2-3)
D Clw) > . C(w,c) e

Fi) Zu-' C(w) Z".r Z( C(w',c) @-4)

P(r) = C(C) = Zw’ C(?I-‘ ?C) 2-5)

T CE) T 2w O, )

Keh: © (v, o) FRWHIL T o BRI Eh AR (R
s55) 5 e C o o ) wEa-tiTRAn, 2w C(Wh0) y

2 EFIRFD; 2w 2o CW ) g amumnumvenozn. RLESA
/A}Z_Et, :_l:t (2_2) ﬁIl’XJ‘E—ﬁ?E%

o Ple)

PMI(w, ¢) = log, Pw)P(0)

. - Tt Cluw' )

= 108, T Clu,) T Clwo)
2owt 2ae Clw'e’) 300 200 Clw' ')

i Clw,c)
=108 T Olu.e) 5., O o)
o e Ol ,ef)

(2-6)

i, HEMAS LT EHIDXBERRT, AJRSEEI5R
PMI{E. EZEZEXFHERTHPMIAXRE (RERANAEE) , LR
N AAHIBEESAPPMI  (Positive PMI) B, BEP:

PPMI(w, ¢) = max(PMI(w, ¢),0) (2-7)

HETOR/MEPMI B RRSIH. &%, IFIME 1R RIS
ENRHIERELER, M e RVHY g Vaige  Cyem
B ETRSC, M Fidw 5 E R e R ERHETR. RIE, RS
TR T EPPMI



import numpy as np

M = np.array(([0; 2, 1, 1, 1, 1; 1, 2, 1, 3],
(2, 005, T 0 01,010 2],
Lol 00 4510, 00050, 17
Fatsity 00 300, GooDi 0. 1]
B B B ot Bl e Bty Bl S
[0, 05 0050, Toave: 105
B e P B i et e |
Bz ey e e i e 5 Bt fen i e S
L1 O O O G e ]
[3.- 92501 103501, 12501, 0112

def pmi(M, positive=True):

col_totals = M.sum(axis=0) #

row_totals = M.sum(axis=1) ¢

total = col_totals.sum({) #

expected = np.outer(row_totals, col_totals) / total #

M =M/ expected

with np.errstate(divide='ignore'): # og (0)
M = np.log(M)

Mlnp.isinf(M)] = 0.0 # Hfilog(0) & 40

if positive:
MM < 0] = 0.0

return M

M_pmi = pmi(M)

np.set_printoptions(precision=2) #

print{M_pmi)

N &R &4 AYLE R J9 -

[[0. ©0.17 0.06 0.06 0.06 0.28 0.28 0.28 0.28 0.28]
[0.17 0. 0.43 0.43 0.430. 0. 0. 0.65 0.25]
[0.06 0.43 0. 1.021.020. ©O. 0. 0. 0.14]
[0.06 0.43 1.02 0. 1.020. ©0. 0. 0. 0.14]
[0.06 0.43 1.02 1.02 0. ©0. 0. 0. 0. 0.14]
[0.28 0. ©0. ©. 0. 0. 1.4560.77 0. ©.36]
[0.280. 0. 0. 0. 1.460. 0.770. 0.36]
[0.42 0.09 0. ©0. O0. 0.9 0.9 0. 0.9 0. ]
[0.280.65§0. ©. 0. 0. 0. 0.770. 0.36]
[0.2 0.17 0.06 0.06 0.06 0.28 0.28 0.28 0.28 0. 1]



FRTPMI, EERSMEMTATLUXBIRUBNER, MEEER
PEMITF-IDFE, FELLABMEHA.

3. AT R{ET AR

TEABWMAFRILITUR T3 R BRR 2 B S X ZRRE) . 18X
FAREIRZ, EbFRED# (Singular Value Decomposition,
SVD) B—#E RMAIMIE. ITIEINFEMEN HITHFE D #E:

M=UZVT (2-8)

b, U c R|V|Xr, V e RTX|C| %IEﬁ—C%EBE, R UTU=VTV=| :
X eR™T BmAZEE (Singular Value) MIREHIXT R,

HE X PUREBIDN (A< r) mAKWEFRE (UFV B R{REHEM
RUERE) , MR AEBEFTFRES® (Truncated Singular Value
Decomposition) . EiiETFIEDHESIPR EEXTFEREM AUIRFRIL(L.

BEEH TR EDBREAERIMNEMREURE—1T, AR JE
EIE3FRK, ZEE—REGES., REMPAZHMER. BTURNESIE
HIFEXR, BEALUAARIRRIEB—HIRIA T iz —#Imsr g “BE
B, FRAXM A MR EBETE X 717 (Latent Semantic
An;ysis, LSA) . fHRHE, S V'EYE—3IHBRILAMEAHEN ETRICaE
BEIA7No

fEPythonBnumpy. linal gFEAR A E TSVDER %, REZMmANLINE
f, SARVARMERAYREEITT. an:

U, 8, Vh = np.linalg.svd(M_pmi)

WITHERE, BREVFHNE—ITAENIIZEFRESRENEE
Fm. MRRERIARLE, FMIRAURRAZHEFEPH—T R,
REER T EAMAEI TR :



import matplotlib.pyplot as plt
Word3=[Ilﬂll‘,llﬁ?}:ll,ﬂ :J_:'| #‘:_M'll-ig.-.'__']' I.,Hﬂ;ﬂ{","ﬁ__“,I'ii-ﬁ"r"f?_l":,i u'-l f.-'l,f—‘!,&","n |-]

for i in range(len(words)):

plt.text(U[i, 0], U[i, 1], words[i]) # U

g ar S E o RERNE2-1 R, A ETRCEEBHEIARYIETE
T ERyEEEEE SR, m RET “F37 F; m Il M Y. T FS
SR 5 E fth =) 75 R B LE AT -

0.6
an
0.4 4
B
0.2-
0.0 HEs
R
=0.2 4
BEF
-0.4 -
0 01 0.2 03 0.4 05 0.6

B2-1 Ao AL AR

EEERRFE, WEEBFIRSEHINA MK “i7-—3X
7 HEINFERE, LERTH A LUEIE U E N BNEF FE S R HITIEE,
HAER4EDSE) GBRAEEXEEE) KNTERESE Sz BB E, %
WARMFEEIBENZS| (Latent Semantic Indexing, LSI) .

BRAETEGIGEFINGET, WHOHRARRIE T AER
MR, BREMAGAE—LEE., 5%, SHIBENIREAN, a7
EBNSITREIERES; 21X, MREERERRIERENEM CIEME
SHHE, WEEEMSTHFRESHREE, KNIEES; H, 2%
ARTRERTRREBIERN R, MASEES, WRFHFRRHET
B, k. AFF, ATSHAMMETXSIERED, WIER
SAEYMShASRR; ®E, #HRNKRT—BEIIZETHR, WIEEN,
R, TERBEFNESEERERRIAN. ATHRRXLD)R,



A I A= RIR SRR A N —— 1R AR 7R

2.1.3 TAWRART

5in 5 mNEzREN, FEgAFKR (Word Embedding) t{ERH—
MNMELE, K4, ABWEERFRIE, KFEEGHRAEEEZE, BES59
HRERETARZAETERELSR . AIANSHRRTT, AEERE
TXHER EFHITSHITEEI, RAEBEEREERE. AFRENESET
e, —BffgEN A EK. MAEEdbHEEE, 2MEBRESHMN
Lt tEE AR, W2, JFiREEFHEEEEERENS
¥, AEENERRINGES 6. 2T NE. i, WRBFRESEIIZ
BELLBD, FIEEMRERERESILERK, BEit, FIIAERES
AHEFrESHWEREZIES (AHaSETXHHEIER) , LRl
ZiAmE, FESKESEFNER. IS ERENZEIMFERLERS
HESAR, NESEFRBFHITIEHEBINDE.

2.1. 4 XARRNIAGRIRR

EEAETIIMERRRRERGE, BB iRgsRriamkE
KX ARRRTRE? AN E—MRERHIXARTGE AR (Bag-
0f-Words, BOW) 3&R7R. FrBIERRT, MERKXATHIEIERRAE
IFFEIES, FXAPHEEEMM A EERR (BRI AZMAR
w, WAIUZRHRRTHIREE) M, BT XAWNEERT.
!ﬂ&é%ﬁﬁﬁi&%ﬁ?ﬁi MAREERTNE—HIGF 2N AIREX A H

IR R B

BAARMCAR TR EEE, B, BRARS hIHE
£ EERGESEAONFELS, S8 K=TEM M MK
=", BRENRRE, BROETENASM0TER, BEDFRE, 7
BRTOER BRI, HRRTABALTXEE. SR
7 CRER , REREMA0mERN, JoRTEAREE iR
fE. S8, ORISR EMNER, HANSIA— T
(Bigram) 1A%, 1§ “FrER 2 @, KERNESN T
A ERR. XHERAERARATE DO, bEBIRRR
SRR, (BRMHEIRIMA, 23INEF NSRRI
REZF TRARNINABRXEFTRM T EFOHE, ABERET




HRATEIFHERIN R,

2.2 BRIESAIBES

ATRORNBZRRERNNBEREBSLIRES, B FEEE, &
RhES AR N AES

2.2.1 1B=SER

1IBSHEA! (Language Model, LM) (HBIRZIHiESER) EfaidE
REBEEWMESTHRE, E— 1M EEEMAEENBRESLIEES.
FAESHRE, AJLLUTE—MAFSIS—aTEESR, WalESRE L
RIS H T X T RAT g H AR T R S i fEit. EIRY, E51R
BB —INRIABTUNZES, EETTIGEENBARIESLIELEH
EIEEEENER, EXFHFNZREE G BEIR AFTUIZGIESE
B, KEBRFENBELAMNTIESHEE (N-gram Language Model)
I HZMEIES 2R (Neural Network Language Model) JF7EEES
EHITIEMEBN A

1.NTIES1RE

BEEENEAESREATIAF Iww, - - - w MIEHET, 3
T—BZIt AT RE LA iAW O SRR RP (e lwqwy = = = weoy) BEITIE
ite —R&HE, Bww, - - - we FRAWBIAE. fla, FFHE “RE

R, HEFET—MTH B WE, 0: P GEHIRER) .
FEhE—MERIER, LEHHRER URR D LB LI ‘R
KB, BEORT—NAR EBT , REELRAMAGEIITI

b
.

. C(& &k 5
PGk H|& Bh) = —(w

A, ¢ () REERIEFRIIEERESDIANRE (LR A50

(2-9)

R

B ERFEHE, ATE—SE— e RIS, B8



N BEFFIKREHEP (wwy - - - w) , RFPIAFFINKE. 7]
AR UM SHZ NI T i, AT ELER L A SRR E 8]
&, B

Plunws - --wy) = Plwy) Plws|w) ) Plws|wyws) - - Pluylwyws -« - wyp_q)

1
= H P("'ri“'l:r 1)
=]

2-10)

Kb, w, FREAE BT Bww - - - W

A, PEETAFIKERNEM, v, BIMARBsERED, BEE
MAREIE, AP (wilwy, ) MARFTEEARO, MBI TR
RAEXT . ATHRZEE, FJRURE “T—1 i h M ag# R R Ak
TERIEN-11E" , Bl

P(wy|wyws - - wi_1) = Pw|wi—(n_1)4-1) (2-11)

ZBRIE IR N D /RAI k1% (Markov Assumption) . JiEXFHR
WHIRREY, HFRANTTIBAHNTTSCE (N-gram) HREY, 43570, ZHn=1
By, T—MapHImzITEBSE, HNH—TEEEEICE
unigram. ZHn=28¢, T—MARK&EBT a8, M= TiEEAICE
bigram, ZJCIBARBIWHIRAN—MN S /RA]KiE (Markov Chain) . 2
B, ZmiEERE (n=3) BHEMAZMB/RAXRKE, HEB=T
BEICEtrigram. nfIEREE K, EEMAEHMTEE, fFunigramiREY
b, ATIRSEZEEEMRY, FittEeR51EF X8,

bigramiZ &I AH], X (2-10) AJEE#A:

i
Pluywg -+ wy) = H P(w;|w;_1) (2-12)

ATE P (wlwiy) 3F i=1 BEX, AIEAFHFLIGM—
N EHRIC<B0S> (Begin Of Sentence) , Fi&%w,=<B0S>. [E]AT,
WAIAE Al FRE R I — R B 4R1E <E0S> (End Of
Sentence) 12, i§w, ,=<E0S>.

2.8



BAG/RAEXEBIK (T—MALM#SE Ak TFesmn-11
18) PR T A FHRER HORI A e, BRIAnEBXKFF M FHEE
FEFIA (Out-0f-Vocabulary, 00V) Bt, {MASHIN “THEZER" |g)
. BTHRIFBHRMY, NEBIREEEENRNBIETEREA LI
N-gram, (B XHAFEKREIXLN-gramHB IR K0, R T EEH %)
W, EEFEHFEE (Smoothing) FANFRMRMITNER. KTEFEN
F—mmER, UREENFEBREE—TTE.

#r¥05% (Discounting) ERMEXREBER “MARMITE” ,
BN S EE B IR EIN-gramsP 5] — 3R LR H DB AR STR (EFSUR)
BIN-gram, MWM{ESZAFMERSHETINE.

fn13¥ & (Add-one Discounting) m—HEBEAIITINE, HIFIRA
RIERETFE (Laplace Smoothing) , BRIZATBN-gramfy3iuR EL St
FREINEISTR 22—k, lan, XFFunigramiEBIskisd, B2 EHIELER
ARAUTARITE:
Clw;) +1 _ Clw))+1

P = Ccw+1) - N+ V| aaa

steh, (Vigigshn, makssiamsmgs— RUF b
SRR AZFRIE, TA<<UNK>,

N, FTFbigramiEE, N|HE.

Clwi—w;) + 1 _ Clwqw;) + 1

P w; | Wy = -
(wilw;—1) e ((1(”’5—1?1’-‘) +1) Clwi_1) + |V|

(2-14)

ESSFRRAR, KELIGERE I, TR ST
SR EAEA SRR . — A REOIT B2 0 8. M o F
B, BIRFTEESUR L SR B IIROSA S 5 ), HA0< 5 <1.

LAbigramBSRAL MG, ERAMd FEZREHFHME:

Clw;_1w;) + 8 Clw;_yw;) + 0 2
]') w; |, —_ - — 2-1:
(wi|wi-1) S, (Clwisw)+8)  Clwiy) + 4|V (2-15)

XTHEESHMWEE, FEMETLXERE. RiEFLXE LHER
EXA[E 0 BUE THIE S HERITIHY, |REFHEMR O BTFMINE.




mFSINT DRAKBIE, FENTESHETAHEBIIN §
KIEBIERIE R TRE, WRE N A, REHREFBOR
BRIEAE, FRTLAREIERNSHE NeranflH) , Stk
A B RARA O . 5. 1 BB RIS FILHE S B U
SFHOREANTT 18 & IS B I L SR

3. B S REEREVEMN

A B — MBS B RINITERR ? —Fhy5E 215 E R A F S
TS (NEENR) , FRERES RS e S SR T
Bro XS EBEIRA SMMIEITENT |, LRESTSEERR IR —
MBI, BE, XMARMTERNKS, SHNEEHEA. H
I, BEeANEENEETFESE (Perplexity, PPL) f “HIIHE
#H" Bk

R T HITREHEN, BEBEIENS ATAAZHENES, SRR
RIUNGED™ Flid &D, B D™ BFEiHES NS H.
rrizis At E s s e pomz £ (D) g a7 B ze it s
gL,

test

Bt D~ WY (g TR AR S T
M<BOS>5<EOS>#FE) , ABAMEERIBIER:

P(D*) = Plunws -+ -wy)

N (2-16)
= HP(H’5|UJ|:5—1)

=1

" | 2% 2 ) AR B Sy B4R TR &R h B — ME R R B9 LRI P {E A 2

N
PPL(D*) = (J] P(wilwii-1)) ¥ (2-17)
i=l

Flan, XFFbigramZBIME -



N
PPL(D*) = ([ Plwilwi-1))" ¥ (2-18)
i=1

AEEPRTEARES, RIS MERAERR EHHRFLY T ima
B)f, BEEFEFR (2-18) HAHMMER

PPL(]D)tcﬁt) —= 2—%2,\":. logy P(w;|w;_1) (2_ I())

RRE#/), ERERIRFIINETREXR, LEREEIEEELF
MR EPNEE. FEIENE, BAXERRNESREHTE
EREEANMES LRSS BRIt REtEtR, BERAEZEBREZNLE—T
RIEFEXM. Fit, EXERLUEA—MRIETENIE S REERERYTE
E,@ﬁ%ﬁ&%%?ﬁ&%w,m%%%m%&&am&%rm&m

'?j__i" Jlo

2.2.2 BRMESIBEMES

BRABSLEN—AEREESHWRRESER, §ZHITHS
N NCEBINFHARE, TS AREHNEMES N EERNFE
%o Hep, EMESEERIBSFEFRRBEAENANEXR, ML
REFMEABDIRGEN— DD EE TIHESHESINES FHHE, ™M
FEEEBZD AKX ATNMA/LERNNEMES, SFEETH (9
A, AMARE)  AUES AR X RS

1. 357

17 (Word) RE/EIEMIMFERANEZXEER, ReEBMIEHHAF
REBRIZENSIEANETHNRELRET. EURIEBANRRKMEIRKIER
(Indo—European lan—guages) F, Al BBEERA TR (ZHF) X
5. BRELUNEANKFTAINEIER (Sino-Tibetan languages) , KA
R UAMH(RIE R FTIA-51EZR (Semito-Hamitic languages) H1,
AN SREMNIRAZEN SRR Bit, ATHITEEMNBERESL
2, BEEZEEANIERRAIIES#HI TR (Word
Segmentation) ¥{E. AFILUHXHEAA, TARIRHIYIS 085 5
B MREE,

B SR RS — R LR F AT AR A T 3 B AR RS,



n “EEXIZR” , MEENERA “F EX ER . RG22
HEMAEIEM & ALHA (Forward Maximum Matching, FMM) 43ial&E
%, BIMAIRGEREAFHNFERE, REXRFNVAPEKVRTTMER
TiAER. BEAERBAT:

def fmm_word_seg(sentence, lexicon, max_len):

begin = 0
end = min(begin + max_len, len(sentence})
words = []
while begin < end:
word = sentence[begin:end]
if word in lexicon or end - begin == 1:
words.append (word}
begin = end
end = min(begin + max_len, len(sentence))
else:
end -= 1

return words

BT T ERAREmMEIRE AR ER &K KTESIREE:

def load_dict():
f = gpen("lexicon.txt") #
lexicon = set()
max_len = 0
for line in f:
word = line.strip()
lexicon.add (word)
if len(word) > max_len:
max_len = len(word)

f.close()
return lexicon, max_len

lexicon, max_len = load_dict()

words = fmm_word_seg(inmput("iff%§ A ¥ F: "), lexicon, max_len)

for word in words:

print (werd, )



[EEER A LHE 5T E A F AR P B8R 2 =T 5 LS YA,
XAEZSHERNYINER, W “HREGHEIR" , BT "M%

” ZimdthpyiE, PUUMER EE&KLRE S aE AR SRSERA “Oh
REGEIR" , BRMALERTER.

XMER—RRER AV E X B, BE— M FrgEFES MY
WER, —BmiaiEiR, NeEhxtaFREXIER. [ERsXLE S
MEER T EEVITE X, MPIENE X BAERH, 0 “MBRE
m” AR —ME, AaLUAA “IRRE” 2—MNE, ‘7 22—
E%Eg,Eﬁﬁ&%ﬂ¢iﬁﬁ%ﬂﬁ,ﬁﬁXﬁﬂ%RﬁETXﬁ
‘$¢ E?No

FHN, BEREFRELDE, BEEiRa—LiEHFRaWERERH
B, WNEE). apESEiR . SUBEKIEMH ERIRIAEF. BTIESHES
M, FMAERNLIAERRELAS, PTATEN SRR 1aER K A iR
Fimeteh, Rk, —MNFRIER G IREB R AL IRAR G R A0
o MAEEFIIDE X e, AESENAMES, BAREFIEEMS] R
AR ES.

Eit, MAESZSASHE—IE GBI BRIES LEEMIES,
AERBERBNBNSHIRZEILEMUBRR, BEREMEXE
TR TN R,

2. TiEAYI%

RN, MBSENREMDEERNES, WEZMEEEES
A (SHE%) BTH19, KRBTGS HAE, AT, HTX
EESTHTEEAERMARTN, MRRNURANSRRFHITIS, T
BB R~ MHIRRREE, T2 S8 kT AR A MR
BE. B0 “computer” “computers” “computing” F, BRIREANENE
F, BREWNSEHRTRNEA. EEOES LR RBES 2
n, SINEMLER (Lemmatization) Z&FHIATIREN (Stemming) FH{E
%, REUHBIERIAR, NME—EEE LRREERREoE. Hh,
T R R TR DB SO RT,, 105 “computing” IR
A “compute” ; TiRTHREVIZERIE. FEFERE, RERT
(Stem) , %A “computing” HYIETFA “comput” , AIIM, iAJTFHZENHY
HERATEEPB— T BRI,



WEALRESGR TR EAE—ERRE LR T HERRO)@, B2
FEANTESX=HAN, XFHETFHRNEFEEANETST REIFTRIM
o, WAEGT RIFIES L. BEit, ETHRITHLIEE TR
(Subword) VI EFZNEME, HEMKBTINGERHPER.

FrigFial s, B — 1Ryl s TEENRE. BRIE%
MERNFIRVISEZE, Bl EEXENE, EXNEEAZRFERAR
=K B IR SHFRX BiR# T 9. L ESNBERNFET T 4mE
(Byte Pair Encoding, BPE) Bk,

B7%, BPEEERE A2 1#EFiaiask.

H k2.1 BPEY T 1548 A My H ok
Input: ACEUBU: SRR WTERAYFialia deh L
Output: 1 iin] &
L AR A R s B R - al
2. U0 7 D) b ) b T )

3. while T3 FHETF Ldo

4. (E TN TR T L] PN 1 IR A B

5, LA R TS T R I E S 1o % TS R O F

6. T A i) )

1. FFE B A R0 T8 BT i i) e b
5. end

TH, BE—MIFRRRNAEFaesk. 85k, RIEREF
HFHETSIPythonia R RY3N BIF AR BN RIAXT R AYSIR . Hep, &
g;iﬂéﬂfﬁi@ﬁu T </w>'"FfF, FFETRIEYT IR FAT
Bk T 1A

{"lower</w»:2, 'nevest<w':6, 'videst</w': 3}

Mg Fiaig R A3 T RIAE AN E B F -

{nlul |onl 'wll |£=|l |r|= I<,’"h‘->', |I:|.|I |BrI 'tll Iii* Id.}

RIE, GEHBANIBMNENFRNIR, SHABSUAR ST
Xte F's', AHEHETI es' HIOR) , REMATIDTE
h, ENERRBEENTID s NFimiaknmiig. e, &k
ERRFIAARER:



{'lower</w': 2, 'newest </w>':6, 'widest </w>': 3}
230, Mol talky Raly et Bl tmt o ttpr DRSS Sgly Tasgt)

miE, EHT—IFIEX es' F't', FHAIEREMFIRIRRA:
{'lower</w': 2, 'newest </ud': 6, 'widest </u>': 3}

{|1|I |°L' 'UI, 'B', II', "d,"ﬂ'bl, 'D.I, 'il, pdl, IGSt'}

EERIEEE, BETFRRERANER—HZEmiERANAL.

WiEFFiElERRE, WA — 1 RIEY) S FRFSIWE ? AT AR A
TLHTE, BE R FiiRRzB AR KERXE/NEITHRF. A
&, METEERH TR, fOXFIE—DFiEed ABiEg 5, o
RENE, WEZBEYS, REHEEGFRHFIRER. AR FIEE
REMBHGR, PEPNARETFERIEEIS, BAREFE—ER
®o0s, MEMRZE—/RRIE, 1" <UNK>'ZEITE#R.

fflan, M—PMEB=TRIFNAF[ the</w>", 'highest</w
>, mountain</w> THHTHIS, BAEHHERFAIAFEA [ errrr</w
>', "tain</w>", 'moun', 'est</w>', ‘'high', 'the</w
>

</w>', 'moun', 'tain</w>'l. IiEEHMEIGT (BRIFFT)
BITHRID

M2, it — RS R R G TR THERS, Rl R R IaH Al
FR? kAT, BIRAGRFH </w>'ELEERT. REELSBTFiRMH
1THHR, REREEFHBIRATHE, RIeFAREBHETT .

B A EIIER AL I, BPEBESAF IR S IRFEE RN ME
%, =—TIEEARNNEE. JTUBTEFRARMREERE, BIF
BNRIAN N ARIOERFRFE TR, ARREMHEBIERNGIR
RIRISMIAIER . W TEANBR P IRABESEFRNITHRBER. AT S
IRREBERIES PRIAB T B8R, FEZG AKRRPITHRIEEERIRE
HAZ%, BEUCATLAR KR S 4mEEIERRE

FR TBPE, BBRZEMAEMURFiIRYIT L, MWordPiece,



Unigram Lan—guage Mode! (ULM) FHAZF. He, WordPiece SBPEE X
HKLL, BEBXNFIRNEFRPELEFENFEFITEH. SBPERFIHAX
AMET, EEANFIRHITEHAKREEAE: BPEIEFEIIUR &S HIHESE
Fia&a3H, MWordPieceitFREMBIEAES IZEME R R ARMELRFiali#
1ITEH. 23 NES, EAEESREMER KBS FRIEGRKHN
HIEEE, A FRAEERE TEFRGal XY, EBINEEE
BRI LAESR A R E AT T .

SWordPiece—#¥, ULMEIHEMERIES BENNEFiE. FRIZALE
F, BPEFAWordPieceH EHyiARA/NEEMNEI ATk, BT iE=E%.
MULMI 2R EE, BIEMBH—PXKiFERR, RI\BIEEEN A EF
ROPFiR, HEHERESE. UNEEERE TAFHAREIRA
Be, EMeEBmETEMENZ IR E.

RTEHEER LR FIRYIDEL, GoogledEH T
SentencePieceFFiR THE G, HHEER TBPE, UMEFFRYINEZL, H
X #Python, C++iRIZIESHVAR, EBHZE. BENM=. N, @
T4 a] FE{EUnicodemIBF5I, MMEEEBAIEZHIES.

3. 1AM FRE

WM RIEEEAFHIERNE LA R, WHEFRAIRZE (Part-0f-
Speech, POS) . f5lan, FTRIMFRFEAXEZYRZRE (W0 “HEH ) B
WHYIAARZIE, mMFRRIME (@0 977 ) « RKE (W “FEE” ) BEHE
VAR TNiE. IR R ARES T BN IR RIS

ErRE (POS Tagging) ESREIRBE—TAT, MEAITHE
MAHENAYEAME. BN, SEMAATFA:

OB T R,
DR MR O A

/PN Ea/vv T/vv & /NN . /PU

Hov, $IFTFEEEIPN, VW, NNFIPUSRIE TR, BhiR). &iRFsR

AN Y



AR E B ST R, B— A RR L Fh g
BREMEE. B, EAITH T, RANETHE, BAMER
B, B, BBEA LTSRS TR EDE.

4. AIES

Al;E5#r (Syntactic Parsing) MEEBRELE—1NAF, &
WA FREERAER, HINEBEERIMFRD . RENBERZEIFE
FHRRBA) FEE PRI G, NMBE TR ERIEMEa FIS
X, H#EBTHFERIESIEBES. Hln, FFULTENaF:

ERmZBIERES.
BREARXERTH,

BRAEMNABE—T “B” F, BERREMNEXEZEEBATEDN, X
FERFARAENTENRE. Hp, F—AENEIER “X&F" , M
E_ANENEIBR “47 MENE. BENEAaIEHITAIES, AL
EfIRANE BRI EER, AMHESHAREIEX.

R LR MR R T AR S R — IR G AAR R MK FLS
WapERR. ENNAE R ETRENSCERN A —1F. B, T|ELE
WAPERTMIEL TXRRICE, BT —MERMERNRTGE. MkE
HEMEERTIRIEREE. E2-23ftL T RMaEEWRR A%, &
FIBGEIANETRRT, SKRERERFS, NPFRIVPY AR R ZIAEIEMNE)
AIEE. EREEWAEARTRF, subflob R RIRREIBMEIE, root
RNEMURT =, BEigEENaFHZ0IBIE.

5. 1B X7t

BAAIES LB ESEZILTEN ‘1B BRAESHEIN
BX, BIEX (Semantic) . AERIE MBI ARERR, AILHKIA
ARMMES TRZENER. M—REX LAEXSTENSETE
S KRG EMRTIEX . RIFBFRRIES LITREIRIBENR
NI ENAE], &N XA 5 A FR .




PM W W MM oot
A abj i
. TN T
fit B F =i Root fift =5y E b
(a) MBI AR (b) ik7FiEHI iR

B2-2 At 6] ks kT A ik 2k B AT EL

MIRERIREEFE, —MaiEA g EEZMIENX GaX) , i
m “FT77 , EXBEIFRER ‘W (W “eTANY ), AFTEE
= ‘B0 (wn “ITEIK” ), BEE “wE” (W IIEKXR” ) F. RE
WBHIAAR LT, MEEERS XHBAREE IBESEIR1E
Y iEl (Word Sense Disambiguation, WSD) . XfF &/ MiArlgeEHGH
X, EEZBEEXIRMEEER, WWordNetF. FRT A E—1RZ% X
R, BEZEA—XHIER, W “B%E” 1 ‘=527 BEGHEE/IE
Xo

BTFIES G X AE MR, TEGIE—HFERIREE N
F. BERREMNEY, BEREREZ—NERITaAFFIES BHNE
Ni#HITHRR. REMESFERIKIEY TEEAERIBXYRRER, WG
Y ABEFRFE (Semantic Role Labeling, SRL) . 1BMNAKEFESHT
(Semantic Dependency Parsing, SDP) .

Heh, BEXACIRTHIRIBIRIL T (Predicate—Argument
Structure) , BlESIRAAFHAIgERTIEIR (—RAENED , ARH
BMBRAEMETINEX AT (BIRMEILT) , MRAIMELLED
s (Agent) , R/ EEAFZENTE (Patient) F. BRTHZDIBX
B, TE—XEPEAERIEE Y, WIRAMIMEX AR, Wz
EREETE], afMAREF. R22BRT—MEXAGIRTENR
5, HPBEHENEIRE “SEW M YT, HEXEMNMBIRFEEN
R TTi S R .

BEXEKESHUFABRERTEFENENER. REEDTTR
KBWAE], XA APMMRRI—IEXMKEFE (Semantic




Dependency Graph) F/xFI#E2TE X [E (Conceptual Graph) FTiR. H
B, BEXKEEFIT R FHREfREERNIEE, TiRS5iEcEeE
BXXRFRL, MBREXEEREATFECAENRBEST S, ABRE
Hhﬂ£Zﬁ@E%¥%§ﬁoIZNﬁTT %Xmﬁ.ﬁﬁ#%
AN

R2-2 BN ABIRETRA

BN He o EgOF R,
wH1 adE i8R ZH
w2 s B ZF

B%

/ A S

E2-3 & ARG B 544 R 1)

UERNIBEN R RTARNBTERAIENR AN, UHMEHNEMIES
MR, "ITFE—RNBENFRTR. BRItz i, TES—LEBX AT E]
AIBEARIESS, MG EABE RN BEES ARSI EISE
= (SQL) . N, MNTFR2-3AHNFEEFERR, RAGEEFAFPH
E%hnﬁﬂ FRAXF18SHFEHR, L ASOLIET]: select

name where age > 18; .

x2-3 FEEFEER

¥5 #E FR
1001 k= 18
1002 Fw 19

2.2.3 BRMESIBNBES

ATNEEDMHME TR, BERE. HSEENNERSS
E%hniﬂfﬁﬁﬂoX&ERTUEEY@EMM#WMﬁTh%
im A PiR it ARSS, BRERIESLEMRNAZEMAEZRN.

1. {5 S $HEY



SEHEL (Information Extraction, |E) RMAMIELEHLRISCAHF
BaiR NEWHERNEIE, XMERCRERGEITENHITREN
AR, FHH, HEEISEREALERFBIFIRIMAFTIRES .. 52 HHEY
— BB ZUATILNFES-

& SE{A1E 5] (Named Entity Recognition, NER) =7 A
NEMERH T RAELEHFITEHER, —REEAR. BN HEHE
%, LEETEEME, WEa. BEEZAYEF. EXEAPHREIE
Rt B LR fE, {EE0E T IX L ap 2 SLAR S 2 AR B sl 2N 1R B
PRI EARSE, X—IIEMIRIESCA8ESE (Entity Linking) o 40 “f4&
B’ BREAILUEREEER S, tLALUEEEER, FERB LT CH
THI, X—TARAT AL S,

X Z3HEY (Relation Extraction) AT IRAIFI A FIE KR
%g‘zl‘ﬁjg’g’ﬁ)‘(%%, mkE. F&. TERAMHIEZSE EAAIE X
RAEILKAHR

EHIHEL (Event Extraction) BUESZ M ARAIRA AR ER
REH ARSI RBEE, o AEFLETRE. Hf, EHF
FERAXAPIZEBE S A1R (Trigger) EX. AL, HHHES
BEXABRIEESRALMN, HP&iast Mg X AeirEPaigia,
MEHTENMAARIEX BEFREPIILTT.

HEHRLERTEEFEE R K8, FEATEFRIAT (Temporal
Expression) IRFIE#HINATEENEEMENTFES, —REIEAMHA
ApyatiE): 4exiAtie) (HHEA. 2H. AT HRESE) FMExEtE (an
AR, BEFRIFE) . EAKEZFRIAT—1 (Temporal Expression
Normalization) 1FiXLERT(8)5R1A T ARET 24F € HY HEAsy — X+ AR
8] .

TEHRZE—MIF, ZeRFUALNSIERMEFES. Bl
THAFERIE

10A28H, AMDEAR FHIOLETHMFPGA R ELEAR, XFEET FFEMMEH
NERTEIT &,

%:%\*E ﬂﬂ%%yﬂ %2_4ﬁﬁ 7,1__\- o



2. (BRGh

I5R% (Sentiment) R AREEMOIBNFGES, FRITENESD)
Wﬂﬂiﬂk%FmaﬂﬁﬁAIE%%W§%MHﬁW§Z—OE%
BEEFHERITEFERR ALBILFRIEHFR, FLLBiRA
YARIFERS. B2, FRERXNE— Aﬁﬁ&h%%%%m,%@%¢W
N%%?%MME\& S EE, MIEE. fiEEF; XAILIEABRS
I1EZ (Emotion) lef': X RINEE. MEEREMNATLEL R,
r*EETr%§f¢%§¢$EﬁFHFZEEEQPQ%$ (User Generated Content, UGC) ,
E¢ﬁ%W§QAEAMM=Mﬁﬁ$F@,ﬂﬁ“ﬁﬁm&ﬁ“ﬁﬁ
T TERAMINERTRIELF, MAEERENAR. Fit, HR
R AERERESAEBRANEENHZ—,

w24 [FEHEER
ERHRTFES ISR

e A% : AMD
ﬁﬁ!f"!iﬂig‘]\ﬁ!” {&ﬁl/ﬁ %:i"\}_{‘
= AL £ 2% 2% AMD

mfElFeikaAAbae 10 A28 8
(a2 iAs0a—f 10 A28 8 — 2020410 A 28 A
HiF. dem
AfE]: 2020 %10 A 28 B
HFfhHE W4 . AMD
e RRE
W 4. 350 2% 4

BRSTAILINESBES ARDNEENFES, BIERDE GH
AXAPEEZNFERRBEGEFREE, HP, XARATURATF,
AURRE) MIEREEME GHEAPHFRITE, WITNIEAE.
NN RFENIERLS) S TEAAFITL:

R FNNRERTH, EieET,
TERR DTS R AAFR2-5T 7R

®2-5 BRDITER



BESHTES SWER
WEAK  BX
WA R TR
TSR PMRIR. B
WHERC: B o T BRIk o T

HTHERPITEAXASHNATR, WEmPEHsih. BiEnih
%, AEitt, BROWZEITIWFAIZXE, BERABRIESLIEMR
NRERNEZEGRI. HH, BROTTELSF . ESFFNEEFH
S EREEENRREXM ZHANARR, XEFKIBERERIFA
*B(\HEH:'.E%E’\JEQ‘?, YEDN T B R A ST R PR AN SNE S BT RR AR

3. A& ARG

o) 2 %% (Question Answering, QA) RIERGFGIEZTHRFPLIBARIE
SENEAEE, FNFREEPEERER. LEAEEFHARRKES
ZERBRNESNIRERSG . IRIBEIRKRIENAR, RZERGEA D 4
MEERER: 1) KRNOZERS, ERRKETEENNAKRIERED
BN, RFBIERBRIAEHMEBZERTTHKOZE; 2) FREDZE
A%, EZEOEFAENIIRUBIEESFEWHCEREME, RERGEHEL
o)L AT AR EIRIER], BUERHEXIIRS, HEEFHE
IRV R; 3) Biolpl@EKnERS, BEXHERERNE[)CREE
HITHZER, EDZERAFPREZEMERE; 4) FISEmXeERS, BT
HEGEEX P AR ESER—EERREZEHAPIEEAO)R., £
LR A, ATAEESFIR L SRR E)Z RSk E FhEZ R~
trunt: O] ] P

4. 2R ENE

Mz5%01E (Machine Translation, MT) Z2i&FIAITENILIMA—
MBERIES (FES) BRM—MBERIES (BiFEE) KBEIEE.
wBgEit, BHatttR EBFEEL7, 000MIEE, H, BI00MiEsSHA
100N A ERYERE . MEESKUEENARMEKMA ZE
K, PEIBSEAEZENERIALESERRBER, ANAREAEE
RMARIRIRZERNIESER, ERAEAXEIRRILEER. H1E5EH
IFRNRRX—MERER T BURRAFE, HEREZEAEES
% REARLE, ITHRESESZ, SASUEREHNE. ERBLFEER



BB ENBEEE, ERAMITERBEBERNEIE. BNERIES
AIBGUREE LK, HREIE—ERHETEZENMRESMNAAR. T
F3k, 2. AEFARDDHDIELELIRENERS, BN EEFLQ
AL TENFEIL M, REBEIRE—MESRIEEEIEAS—MES
RS, ARBARIESHANCENERRZRIEMH TEF.

THSH—IMPEREFENGT, EFRES (f3) MBFRES
(30) HEIT At

s: Lk & E # #E .

T: Beijing is the capital of China .

MBI EFERE—RUARIFAERMNELN, HARNIEIBESRFEIE
FRIES Al TRIBRES iR B . PlaSBiEaiE Ak, TEESRIBEME X FE
S N EHITHR. B “EBHENX" , B2IEETAMNSZE;
m “FF N —IEBIERNSGITHZE, ENSEFEIURRMAET
BRIE (BhEXAIE) R AE. IEEREENETREZ SIS
FEREF R AEHENESZ IRIES A FEBicE S A FRIRNEF
N, BNEr BRIENEA N E S EHE W ERE S P, 125EX
AR AR5 E1E (Neural Machine Translation, NMT) .

5. X1&E R4t

XfiE%RS (Dialogue System) FIFLABRIES AEEK, BRSI
ENBIZRRXEMAAENFEBRNEERRS%. Hb, HEBFRE
h: TR EES. RIEEEHR. RGBRAEMILRZEHF. 20
t2E50F MK, BIRZLH AT M ENREE KR “EIRM
", BMRUBAESXENEREITH. ERGEAUIERNETIE
ZEF. BREERENERIBEERAREFAZ TSR

SERGFTE S NESEIXIEZR % (Task-Oriented Dialogue) FA
FruExH1EZE% (Open—Domain Dialogue) . BIEEEZ S OBIHIIHE
ARz, FERATEEHNENSIIESE, EGREmMAESERR, W
SERILEM]. KREEIAFHFENETS. BEEEUHRZ ABIRIXHER
%, BEUURD., FEEPEFAENR, BB #HRANX RS SR
22 A (Chatbot) , TESUHFANIIERE B BGIREAYF R .

THEZ—EABEEXERZE AN ERNREG, EPURERPRIE



18 (Utter-ance) , SKEINERGWNEIE .. 1ZXNERGHEEHF
—EFAIEREIRUAN A PHFHEERE . BEEERERRM, FRugXE
ARG EREMNENZHEME LIPS IFIZE .

U: $RALETH!

5: £H, EWESEFER.
U: SERMFLAEST

S: FEMIEER, FE?

2.5 BIHiE R Gi— BRI TS MERIOR, MARESE
. X EBEMAREE AR, Hb, HAESIER (Natural
Language Understanding, NLU) #RIRpYFEEINEER S HTH IEIEENE
S, BROFRRA NSO . BEL AR OES. MR T
FPiEE:

U: WRIT—FARELTHNE
BRIE S BRI SERNGR2-6FTR.

w2-6 BRESEMING
NLU FES  HHER

sl HLEE
gk ITHLEE
HiHE HHACHT] = 91 R Bkl = dbas; ik = —3K

SIEEIE (Dialogue Management, DM) 1RIREBIFEITEIRASIRER

(Dialogue State Tracking, DST) FIXTiETREG{L{ (Dialogue
Policy Optimization, DP0) PANMNFIRIR, IERE—MTRAIBENE
FMERTIFR. Flan, BExTA LA EEERIESEMINGERFITIHE
RSIRER, SEIHANERTS (BEMENEREINAEMRES
) [Blixt=dt=; HARE=AAXR; HAM-NULL; BE=1]. RKE
HEXTERSE, #FITREEMK, BEET—PRAMTAHRE, W
ﬂ'—!;’iﬁjﬂ'ﬁo SEBRZM, R TLligElt &, WA LIgEIAeI3E
B,

EEFSBEEREE, BARABSEM (Natural Language
Generation, NLG) R TIEMEXTLLIRE R, BEIRISEHREIAISE
M. teanEige)&it, sEEE) “EFoEANMELL? 7 , RAEET



BEE M (Text—to-Speech, TTS) RIRHGHAF.

AL =MERAU—EBIFHRIT T =, BEERXHPIIEIENE,
iﬂiﬁﬂi;&ﬂ[‘iﬁ‘zﬁﬂo R, RATENREERE, B2HEHFIT

2.3 EKo]@n

LEEMETRALENNBERBSAIRES, BARXEESZNEKE
EEEAHERE, BREAAILAVAAINCAR D KB TN e s F 512
Frolislee, TEBMX=TEKREI- 7 AT 4R,

2.3.1 AR50

VA4 (Text ClassificationgfText Categorization) =&x(d
BHESEMNBRIESAIELE. B N—ESIARmAN, Wiz Aw
FriEru2esnl, Eah, EFEFHRENTFHN— M FHNES. XKATEHR
BAXRZHNRAGE, MBEIREREEE CFER 5 bk FnIEL I M
)\ FESE BFHESREBLGE. fFMAREaEFELA) F. 2.2.31H
NN KRERD LIS BB SRS KO, LRETILARE.
A, LAIURE. & RMEFZ L.

EERANGEES, LTERREF I FEMBRIAR T RKE@E, &
7T, BEEM2 ATNMENXARRTEAR, NI ARE L HFER
£; NE, ERFIERENBINEFIEE (BSEN , FE
ABFHIE R E R — 1 BARRI S .

BRY EIRE AR T KRR AL PRE)RE, EHRE BRES AR

[B] R AT LASE R A AR 2K e)@#l, QNS ARPLEC (Text Matching) , Bl

EREMIA X A Z B ILECX &R, BIEEIXXR (Paraphrasing: FIbf

MPNRAPENARELREHEED « BEXFH (Entailment: RIF—

MR A, SRS AZENESHTERR) Fo —HLiRg

Q%ﬁ%gﬂﬁﬁs’iﬁﬁﬁ%ﬁ%ﬂ%, RERERHIEER. BERTEF
R7] o



2. 3.2 ZEM)Fmm| o] #

S5X ARG EEBAE, EEETNEES, HdEn)zEa 585
WMEE XIS, B, ERMFREESS, —AiEPAEEIIEMTE 2 E
FERERW, MaEhEzFEERIENNE SR, KRRZEEER
ERNF. SHTNESEESERESAERER. TENAE=MH
R BTN Bl ——FrSARE . 50 S AME S E R .

1. FHRE

FrigF5#r;E (Sequence Labeling) , IEHIERNMIANXKFF|H
HEMIREENRE, MiEERERAE MR E— MRS,
BIERZIE. AMERIRE. Ef, @ARMEHRSEHERRR——
M. R2-TRRT—1NFHERE GattsE) w~6l. FHFRFLIRA]
LB BB R 2 NI B AR sy 2Kn)dn, B3t B MR EBGFIE, A
HITIRE Y, HAEZEMIEFRECBIRRR. FHHEHL
(Conditional Random Field, CRF) #REIZE—Fh# T ;= N AHBIFFIER
FRA, ERNEEETEMIBTE—RENEER (K58E) , 1%
ETIREZENHEEXR (BR#ER) . 4. 30BENBHRIFEZM
WIRB WS SRR TS BINEEXR, ATH—SRSERE,
WA IR MK 2 B & HRENIaEE,

#Fz2-7 FHkRE GAMFRE) w5

BN M Ek T &4
HH PN VV VV NN PU

2. FFHl4rEl

f T AR ERIRR, BERZBRIES LIBOF A LA EEANF
SENEER, WL, MEBNFEAFIYITMRE TESENTFY;
ZREER ), WEREXEKFIFTITHFFY, HABNFFIIK
F—NEAERZER, AR, WRFAVAEE. AIUEREIRFESIS
FRBI I IX Le o) B TIEARR, AR T Ek, FESENERAFIER
EESG— R, e BLEIRA, FIERERE B RS R L —
NSRBI FFEE (B-XXX) « HhjE] (1-XXX) sEIESCiR (0) 2, HABE
F=HE (Begin) \ 1{XFERHE (Inside) , 0{LFREM (Other) , XXX
RFTSLARRIER, tn A% (PER) . #1142 (LOC) FA#l#3% (ORG) =,



SiRlalRE B AT LR R A S rRE )RR, Bl AN FRARE—MRE, 18
FRIZFEM—MagAFE (B) s&diE (1) F. R2-8BRT{FEAF
HIERERERRFS S E] (iRMGRASERIRA]D |frGl. e, 3t
FHN: “BRELARXZIT. ” MAREERE: “HREILRERXZ
1. 7 AEMIRFMEERE: “dERERXZIT=L0C” .

3. Bl AR

Bl45iaE i th B B AR S LB A R — KL EE, e
X, HARBRIES, MUERE—TUBRTHEH. BRI R
BEAT LR BRI, WA LARFRERRRY; ER TR R, FAL
MY HEMERE, 2.2 25T BRVRNE T iRl 2 B B (B 454 4 ke]
W, Hep, £RESD, TREARBEMARNGE, TalEET A6
EXRFRNEME, REEEEMRTEAVARFRER. s, TR L
EISMREIT—ERLIR, MEBAMEN (—MISHRIEISH, EX
BIMNREEREARTR) F. EEIBEWAESTP, RTRIE
MNAMEARET R, EFEHRE A LI LBIT S /E IR
e, RE, FRIZEXETSHEE, AREERMER. T, W5
AR ERE], 72, 2. 2N BRVE X IKEFEEI i, R
b —RE, MALUZE RIEREIZEH.

x2-8 ERFIWRER ERRFFISE] (5iafiea 2 SEAaR?l)) El@rfl

WA E. S £ 13 E £ 1
SR H B B B 1 B I I B
AZEEiAgEMYE O 0 B-LOC I-LOC [LOC I-LOC I-LOC O

" EEMEREETEZOERAAL: ETENEEMETEBRNE

ET[E (Graph-based) WEZEHXNEHTREER IS GAAD
7)) MR F—ENSH#, BENBFREKMBEH—NEERND
HEAHTE, Hop, FENSHAIUEREERMEONsHM, 9R
TR AR ENEEOAR, WESERSAERN Maxinum
Spanning Tree, MST) B EHITHRID. PRTHEEZR, ETENEZEDT
EERRITRHIT 5 LR S SR ZEE, A AT
%, BoUBEIZET S HRLSE AN,

ET4#% (Transition-based) WEIRFEIGHMETIER LA



—MRSEBFY, BEEBHE, N—TIREPRTSEBRFRIRT,

R R AR ERNSERRIE—SH AN, FITRESTHHIR

B, ZRBIMERNEREARR EME— T2 KB, HiorRFaFEMNSHET
HRZS RN LAER ER .

BT, REUNMAERETEBNEAMRIRGFEaETINER. £
e, U—FIEEEEMFRAEI (Arc-standard) #BEERG], #HBIK
ASEH—MM% (Stack) FA—NBAFI (Queue) #IRK, kP EMEINRIKELE
*’Q?WF%E'J Sm* * * $4Sg, PAFIFRTFERIRARAIEAIAQQ, - - -

o EVNREBINET, AR, aFIThRAIEEFIENBS
Ei J?’j; ELEREEBINS T, *&EP?%%%E REBNIKEEEET TN,
PAS!

F, BEENX TUT=MEBIME, 7alAB#H (Shift,
SH) . Z3NYAZ) (Reduce-Left, RL) F1AINYVIZ (Reduce—Right,
RR) , BAEXWT:

* SH, BHBAFIFHE—PITEBAKIN, EE—TMXEE—1TTR
AT 1%

* RL, PFRTHIARRIKFE FRIRA—DEIRS S i#HITEH, &
}581?*&;

« RR, WBRTEPIRIKE THRA—EIS,ASHTAH, R
B, T

Bl2-4fR 7R T E K FaIE S I aAn I B B A R =) E.
BR T ALE=AE0E, BEX T —MFHRTEREIE (Finish, FIN)
RIE LR ENX, ATUERFR2-9OFIEMERFFIRLERE2-2 (b) i
RHRGFEAER .. I ERIAEX R AT A S BOMAIEH R (RARLEY
RRENME) , FERESMAYAIER RSB ILATN o

-~ RL T

e = BRg ‘\‘.1
# £ o BAZ

s, 2 Qo Qi
L ]

/.\ /.\ —————— SH ------- -
& e Lua N

K2-4 @& @R G o) ko AT AR RN AL ik o 69 = AP ) 1F




ETEBEENEERGWAESHhAATIERERM, RAAdkFE
%%%EE%@E%?W?W,Mﬂ*ﬁﬁﬁ%%%iﬁ%ﬁ%ﬂoﬁ
AN BEEIR

2.3.3 FHIEIFF5a)&

BR T AR5 EFERTON B, EERZBAIES IR0 AT LAY
AFEHZEIFF] (Sequence—to—-Sequence, Seq2seq) |O)@i. #12SE1¥|q)
AR E, Hb, mAARESAF, M ABEIRESAF.
BEMET 2FFBIFS O, MATE—TEE TIREKRFS, 6l
ﬂ%;¢g%ﬁﬂ,ﬁ*;ﬁAﬂﬁﬁ%gﬂ$%*%ﬁ,EN&$%
‘xif.' X~ o

FRESIVLEE I FARERFSZEI FS o) 2 LR EMER), i
TREZFIRE, AfUEEEEARIRRIA—INEE, AR, Bidix
=4 REEF. H, SFMAFIFITRROSEXUERL,
N EIAE R M) 3 FR 9 4RAE2S (En—coder) ; 4 REIH FFIEY T FE X Y {ERR
Y, THRNAOARBN#EFR A ERISEE (Decoder) . EE, FFIE|FEFIHEE
WIHFR AL FRRE85 (Encoder—Decoder) 12EY, [E2-5LA#25E&01*F
BIRR ARG, BRT— N miDsE—MRERERNRG. KBISESIEF
MABFHEFHREB A BERSCIY,

BT HLESEDE, ©ARZBEMES LRI LI ER A FFIRIF
FlialE, WMxHERGT, HFEREARAIBARS, HlasrIES 0w
WAL RS, B2 A5 2K 0] 3t R LU GEAR 9 5 2 Fr 51 iB)
B, ERmEREMANXARRITRE, AE, BEFREH—

A NR)7, BICARETERY . e AN, Tk, FEERE
RIS ARITRR, AE, ALEFIIFRERES, &HM#
MRt iR FY (FEFREALEFISEAFYIKERERE) ; &
RIRFFH 5 Eel RS, BERMEBERFY; EAIEES % pRin) T,
FEFERANERETFIIE, BIBI—ERAINE, HFEHFET
RIAMAEEIRA—FY, RIEBMITHERRE. A, BTmAMEL
BEEENX N X R, MFFIRIFFERBERERIEXMXITR X ER, PTILE
TN e] B4 D B i R PPN R 7 AR B N AR . (BETTIRUNM, B
TRIBEIFIWER B ZRANERED, HERABRESLIENK—
GrHEZR, MRS AY[E) AR AT LA AR B I AR . L2,
A LU E R BAE S IR R (L A dmAD . RSN ioRl, ASERL



A A A E ARSI AR R EAR T .

®2-9 ETEINEBERNKREENEREFTIRG

ST % BA %I T—%hiE
0 f Bk T Ot SH
I fo Eah F &4t SH
2 e B F H#t RL
3 Hak  F R# SH
"2l
4 sk TR SH
e
5 i T R RR
f,
6 Ak T RR
e it
7 Hk FIN
i, T
AL
| #x | | = | 1R
4 [
L_I N J 1 I N | _r‘:l
:J I_:_l J_l == L] :
|__|—| | love I | you I
Encoder Decoder

B 2-5 Yo 25 ——fF A0 33 A R w47

2.4 VT IEFR

HTBERIES OB ESHZHEM AN EN M, Eitk1RXEEH
B—HIEN e E = BESMEE, R AERBAES, E1E
KAREIENFZE. N AEERIDE, G RANEREN B



RBENIBES

EMZE (Accuracy) =i B2 EMMITNIER, EEBRNATX
ApEFEm. HItEARA:

oo BRSNS
ACCT = TR R

TAMEARE S FURRE IRt AT LUR RUERRRIAITIR MY, BD:

nCoros —  EBIBRIER RS
r B R R

B2, FHIEEIHYFIIFRECBER A LR ERREITIHY, NE
i B SRIRAF R 2 E el L A Fy I EREE, AN
Iz FUERRRIAITITMN . Ll ZSMRRA A6, RRBRATTERE
iR, NMRZIEm RS ENIAN MAYERN A0 BEH N AERHERRY
HEzHh. HI, WMRERFT EBE, AoanBEFRANERHEIEI=
B, BEERBIAERRITEE, NAEETRWAADRERT . W
F2-100P B F AR, $RBRIA (tbANF) wHE, EsPmAE,
UNFTOUEE T4 (=), WEREER7/8=0.875, XEARZANEERN.
R HE M55 Bl )RR A P L F R AT [E) R

#®2-10 5B SR RIFAN =15

A ik = A b b by A
F#fREF% B-PER I-PER O B-LOC [-LOC I-LOC O O
milkRiERFS  B-PER 0 0 B-LOC [-LOC [LOC O O

(2-20)

(2-21)

B2, I ESBMIENFF)SZR@mAEEER ? XFEESIAF
{E (F-Mea—surediF-Score) 1E{iEFr, E2EME (Precision) 8
[BlZ (Recal |) BYMAGAFEL), BEARXIG:

_(B*+1)PR

F{H = PP R) (2-22)

X, BERMBUBAMSE; P Z2HEHE; REBER. =11,
BIfEFARME B RANERRE, EFENAFE, BEFEAKA:

2PR

Fi =
'“P+R




A BEMRR RS, BREMABERNENTHA:

EHRR A e A
~ U R R
 EHRRIR G S AR
= RS T i 2 S R

LAZR2-10h 7RG R451, He, “EMRANNSEELEHE" A
1 CUIRRE” ), “IRAIHBYH RSB E” A2 ( “sk” 1 “mEIR
E” ), "M A28 A2 ( “sk=" 1 “IEOR
E” ), BALtRHEmEMBRIEREH1/2=0.5, R&HF,=0.5, 5
Tt EEERZE (0.875) FEEL, ZEFERESET.

IR T EMREMFERMITEN ISR XK RE, SAUEES
WA— N BERIEESLIBESEFSERITFNIENR. Blan, N REFER
SERET (DITERER—RAEREN) , HTEMRAREER AT
WER Y T —MNEMBIAR T =, E ] LUE A AR g A B E R R Xk
GRESERHFITIEN, UFRBEZ AKLHIRIRIEMHIMILE] TRXT
B AiE, TENIEREEAHERIRIEERHZE, MBEEAUAS (Unlabeled
Attachment Score) #8%r, BMAIMIAR T m# IEFIRBIAERRZE. FIb,
EEZEE—MISRXT xR, NEALAS (Labeled Attachment
Score) IBFRIFITIEM, AR T EURSER T SHAERRE#HIE
IR R ERER ., MAEINE X KEERESHITIENE, BTEMIMR
TR NATE, W R EREREHITIEN, HRREEFERFE
T, Bl AE G AeA, HEHREIRFNSHEMBRIER, REITEF
B. SKREQETT—, FEEDAZEIBENXRAMAZEIEBENXR
MHIER. KM, FBEWaES T I AFEREREHITIEN, T
%%Fﬁﬁiﬁéﬁmﬂpﬁé\ﬁgig (BIERBRB NGB EETEE) /IF

HITIEM o

B AR R ANF (B T LU SR Xt & R EL B BR R RV (E S5t AT VAN
BEERRZBERESLERENERFHANRR, HFRHIHE—. W
2.2 1N BRNESREE)E, EREHEXATMNT—MAR, BRT
AERER LG, TEFZEMANESIEN. Eit, faEEait
e RAERREITIFN, PTAASIANT BRERX—N R,

ST R EPE RGN BN, MXBEEFSEZ1FHIFE—IE
MER, BmESERERRAESRESIEXHERE, HFREFKALL

(2-24)

(2-25)



FEERE. BLEVERREHIREIEB TR, HHERER
G EFEN S5 EEFEX (AUARLE—D) 1 N-gram TECAIEHE SH
FRIEX A N-gram BEATLEER, BIN-grampViEfaER. HHN gIEUE
AZEKR, BAFZHEN RN SFEHFFEXSSZ1FCH LI
N-gramid L, TN 2T EEENZIFCPIEIENINFES, P
—MN & AKE4. HIN, BTHITFNFENEZERTHERE, M2ZRTAH
B, FFRAEMMETEEERFE. Fitk, BLEVESIAT —MKEESIE
¥, BAEEXPRIRHERERESEFEXPHHE. K&, BLEU
ERNXER0~1, FoESRANFEIFRFEINELRELLT.

X AWIHERERITN, RRWATUAFIARSE EAASERE, K
FIBLEUEZF 1R, BERBTES/AMIE, XMBEIFMRIESERRYER
ERIE. BW. FEASHEEEERM, ASHERGRNSEREE TSRS
ME—mAES R, BEEASREEFENERENE, AVNERZENEE
HEHIAFTESWMNEBEXHRERX—AR, LR AERZENZE
M. s, BHTIERAEM, NRERE R MmiEE—% Al
BN REHEITITN . A X LR ER LS AL 1E RGBTSR
THRKRHkE. FEit, EFN—DANINERGR, EEXRBALFN
AR, BZASREHITZRNER, REKE— NSS4
B CR#E. MXEMERES) WENASH. BTTEoRNERME, A
TIHAB—BUEEE X EERIR, R ARAIT oAl geEF LK,
ATHBRREMERNE, XNFEESARITFNHELN—1M DK E
e, ATHMBRMEEIRES, REEREHLHTIED ZXEIT.
b, NXERZETENTTENEEBRIES LEQE— 1 EER
FHOFFMMEEE, FHRERFBKARR.

2.5 IhNGS

FEERANMATHNRERTAER, MIEHRARERK. 71
NEERREEHMAVAREMAREKT. AfE, NEATHEEHRNTIES
RE, hiE RMERREF BRES AIEEAMIESS, HALIBPERHKIRAY
FIRAVIDEERATHANTINZESRES. %5, GEMTATER
HEL BROIMFBERESLENAES. UEESHEUHESEZR, (B
REAFLVYAN R =KEER, Bl: XARDE. LEFulFn 512 F5ie]
W, FALUERMBENARE MR &5, NTETWAHT—TB%
EELEES.



>J

2.1 ETHMNEETHREFINBRES LB AR BWPLAER

\\\\\

2.2 WA IR SRR R S IR . 1R NERHHIE? 1B SRR
2.3 AARER R ER U R ARIE Z BRI SH K ZRHY ?

2.4 FEFEARN (2-18) HEEXRER, MREGHE—INHEA
0, n{aJAbIg?

2.5 ZERAYERALREEELNGF “AREGHRRE" #HITH
iﬂ;ﬁ%%ﬁz? EE AR A & A LB B AN T IE [ & AT
ik

2.6 222N BN FIRINEEARB I LIATHX? HiENA,
ESE=Rvaganil =l e =10 Ty v =

2.7 2B LUERFYIRERZRRAED T GRBEMKER
M) e ? HRefEM, M T?

%\28ﬁﬁﬁﬂﬁﬁﬁ%ﬁm—¢¢iﬁﬁ§ﬁ?#%%Eiﬂﬁﬁ
NH %o

[1] /&X: You shall know a word by the company it keeps.

[2] “FEXPERA<s>FirekTad, EA</s>. <e>Firit
%ﬁ:éﬂ%o

[3] HBAKRAEF (Plheiz A T-FEEKR) B, ANKE LRI TN
FHIRERRSEK T X FEA L — AR LA T MRE, BHRAER
BEIREET, FEXS—AFINGEL, AR TINGIAE P a9 L2
Ko ZELBFARNA I AE (Development set) , HARIEIELE
(Validation set) .

[4] TRAMFEATEZ LGEMERETH ARE, K22 0P CEIMNA
% (Chinese Penn Treebank) &M 4REHIE A1),



| #3=

EMTAEESERHAES

AEEEANBRMTERNBRESAEEMTAS, BIRXAET
A&ENTKAMPXX TREELTP. HX, MERPAEMRNRES SJESR
(Py-Torch) . &fa, NMEERNAMEINGBIREUNES BRIE
SCBHIRENRING . BEASENFS], SEERNEMBRES L
BEER, REFITRURAKRERREEE—NEERNREZ, HAR
BEETNE M ES.

3.1 NLTKT R £

NLTK (Natural Language Toolkit) =—“ Python &R, 12T
Z BRI E (Corpora) FMial# (Lexicon) &iE, MWordNet!'Z, 1
R—ZRINEANERIESNIET EE, GiF: 40, FRICHET
(Tokenization) . 1AF32HY (Stemming) . ialtd#r;E (POS
Tagging) FGIE7HT (Syntactic Parsing) ¥, EXHEICAHIEH
ITRENERAIE.

ATERNTK, FEXNHAITRE, JUEEERripBEETR
2k, BEEER, ERENRERENESESG, REPITUTHL.

$ pip install nltk

ETREZENENTKRERERIERE, RERZRELBRESLIE
THE,

3.1.1 ERIBRIEMIRHEEFR



AT EANLTKEZHENERI EEFIR A TR, BAFEHITTIH. 2iF
FiEA, #HAPythonf)ITHIl G (FERIERGITHIE T, #iTpythondp
%), REMITLTEITHS.

>>> import nltk
»>> nltk.download()

FERT SR — N XTENE, VTR PIRERE TERBIERIR, AL
BIERMIERE “ALI” , PAIFET “Download” . [EEY, MLATLUEIFEIE
FHER B R,

1. FHF

ERITERIESLIER, F—LEANTREAESHENHTEE,
MFEXPFRYEIR “a” “the” , MMiE “of” “to” F. Bk, HEXIEF
HEATEARANRLIRZ AT, ATROFEMNMPR, AmmmRGIEARE, &)

RBF IR . XEIR X FRAIEH A (Stop words) o NLTKIZ{H T %5
BEEERERER, FTUEE TEIEASIANEREER.

>>> from nltk.corpus import stopwords

RfE, ERTEMNEAEZE-MESHIERIEER (R

»>>> stopwords.words('english')

[*3'; 'met, 'my', 'myself', 'we', 'our', 'ours', 'ourselves', ‘you', "you're",
"you've", "you'll", "you'd", 'your', 'yours', 'yourself', 'yourselves',
'"ha', '"him', 'his', 'himself', 'she', "she's", 'her', 'hers', 'herself',

'it*, “it's", 'its', 'itself', 'they’', 'them', 'their', ‘theirs’', '



themselves', 'what', 'which', 'who', 'vhom', 'this', 'that', "that'll", '

these', 'these', 'am', 'is', 'are', 'was', 'were', 'be', 'been', 'being’',
‘have', 'has', 'had', 'having', 'de', 'does', 'did', ‘'doing', 'a', 'amn’,
'the', 'and', 'but', 'if', 'or', 'becanse', 'as', 'until', 'while', 'of'
, 'at', 'by', 'for', 'with', 'about', 'against', 'between', 'inte', '
through', 'during', 'befere', 'after', 'above', ‘'below', 'to', 'from', °
up", 'down', ‘in', 'out', 'on', 'off', 'over', 'under', 'again', 'further
'y 'then', 'oncae', 'here', 'there', 'wvhen', 'where', 'why', 'how', 'all’,
‘any', 'both', 'each', ‘few', 'more', 'most', 'other', 'somas', 'such'; '
ne', 'ner', 'mct', 'omly', 'owm', 'same', 'so', 'than', 'too', 'very', ‘s
', 't', 'can', 'will', 'just', 'don', "don't", 'should', “should've", '
now', 'd4', '11', 'm*, 'e¢', 're', ‘'ve', 'y', 'ain’', ‘aren'; "aren't", '
couldn', "couldn't", 'didn', "didn't", 'doesn', "doesn't", 'hadn', "hadn'
t", 'hasn', "hasn't", 'haven', "haven't", 'isn', "isn't", 'ma', 'mightn‘,

"mightn't", 'mustn', "mustn't", 'needn', "needn't", 'shan', "shamn't", '
shouldn', "shouldn't", 'wasn', "wasn't", 'weren', "weren't", 'won', "won'

t", 'wouldn', "wouldn't"]

2. ERERE

NLTKIZ M T ZMIERIE (XARHIRESE) , mEH . BEEiefmux
EREF, BT AL, BIRIMEERE (XREEBRESE
A, Raw text) FAIATLFRFIERIE (Annotated corpus) . NHEHFLES
FEANERIEMUEENER, < TE2MEREMIFRER, ATLUEE
NLTKEI PG 7 % o

(1) REmFIBERE. AJUUEREMARIAE 2B NEATERE,
F—MHEERANERENREBXAE (HRATHREIERNEENE
BER) ; Z—WEAANTKIREENINE. flan, BEUUTAER,
AR B HBER (Gutenberg) ERIELL (BFEH:
nltk_data/corpora/gutenberg) H7E - BERT (Jane Austen) FREHRY
INEEmmal&E 3,

»>>> from nltk.corpus import gutenberg
>>> gutenberg.raw("austen-emma.txt")

(2) AI#FERE. ARENXTRERESHER. WER
FHRMERE (sentence_polarity) 1, B1E T10, 6625KBHBFEM
WA P A FARMERAIRMEES (BXHEZX) . BEUA T
2, ALRBZIERE, Hd, BIZ&S5, 33149 (K T/)hEfF#E, &
BHFRICERITSFTIER)



>>> from nltk.corpus import sentence_polarity

sentence_polarityfEfit T EARMEIEIFEISE, W0
sentence_polarity. categories () R[EIZENZZAFZ, A
['neg', 'pos']; sentence polarity.words () 1REIEREREERE
WESIER, WRIBARAREHEZERSE (categories="pos" T " neg
"), M<REFENEREERRIRFIZR;
sentence polarity. sents () IRENEREFEEPAIFHIFIZR, B
EIH AT LR RS H . ATAERU EAERNEES, wEH—1KS
?, BN TRA— N FRIRIRSIZR KR E ST N AR IZ K5 R RY 7T
—Ho

»>> [(sentence, category)
for category in sentence_polarity.categories()

for sentence in sentence_polarity.sents(categories=category)]

3. £ Fim) 8L

(1) WordNet. WordNet =E#RERHAFHIIEZAYHEIIE X i) 8L
(tFR{EEEEL, Thesaurus) , HEFEHFBEEX TRIXIAES
(Synset) , BYREINIRESHEBGHREIEXBIRN A/, LI,

WordNet AB— PRI NIRESRE T ERAIFEN (Gloss) , [, A[E
ﬁﬁiﬂ%ﬁzl\ﬂﬁﬁﬁ—iﬂ’ﬂﬁﬁ(%%o THE&ERWordNet B & B {55 FH
~1l .



>>> from nltk.corpus import wordnet
>>> gyns = wordnet.synsets("bank") # °
»>> syns[0] .name() #
'bank.n.01'
>>> syna[0] .definition() # °
‘sloping land (especially the slnpe beside a body of water)'
»>> syns[1] .definition() #
'a financial institution that accepts deposits and channels the money into
lending activities'
>>> gyns[0].examples() #
['they pulled the canoce up on the bank', 'he sat on the bank of the river and
watched the currents']
>>> syns[0] .hypernyms() #
[Synset('slope.n.01')]
»>>> dog = wordnet.synset('dog.n.01')
»>> cat = wordnet.synset('cat.n.01')
>>> dog.wup_similarity(cat) &
0.85T1428571428571

NLTKIZ HEBY 58 25 X T WordNe t Y TN BETE S E tHN I E 75 15

(2) SentiWordNet., SentiWordNet (Sentiment WordNet) E Xt
TFWordNet#rFHIIRIE (B EMMIRERSGASEE) [FRHIE Eﬂ,\,
B AWordNet FENREINIRESALIRE T =ZNERE, RRERE
e AP, @idiziAs, AIASCIl—E RIS T RS 0?““
H— M FE ~Sent iWordNet B9 FH /5 3%

>>> from nltk.corpus import sentiwordnet
»>>> sentiwordnet.senti_synset('good.a.01')

<good.a.01: PosScore=0.75 NegScore=0.0>

NLTK#2 { T%ﬂl%ﬁqﬂﬁﬁ,mmmifigﬁtﬂl,\, Wmsra), FRICHEMT
AR ES, TERENAIETANERGE.

1. 534]
— M RITRBRATERENESR, FERITERANBER

hniﬂzm,ﬁﬁ = ERERKINEYI S RETAF, X—dEWR
Hoal. —R&SkRi, —NMITEEERPENIRE, WaS. oS/



WS, EUATUAERERNRNAITITa. A, FEFERERF
MBS, WAESRX T, ASERT ALMEARERE, &8 PUERRIE
—&BSr (A0 “Mr.” ) o NLTKEZ{HEY 5 RIThEE AT LABIEF s AROR Ik (8] 35
TNHECR I E I IIRE

>>> from nltk.tokenize import sent_tokenize

>>> text = gutenberg.raw("austen-emma.txt")

>>> sentences = gent_tokenize(text) ¢

>»> sentences[100] ¢

'Mr. Knightley loves to find fault with me, you know--\nin a joke--it is all a
joke.'

2. FRICHEAT

— N FRBEE TR (Token) RIMFEHIARAT, HAFRiZEEAT L
=—Ma, HAURRRTEE, XEfRcEBAEENIERERAE
ANETT. BalFaEAMRCRERZMIERRIC ST (Tokenization) . &
YHHRIEZ EEEFATSIKRHITAE, TEfRafFSEEMa AR
WIEE—E, FFRieBire—InEE T ERS R =5 S A BIHE Y £ 17
HiTHR . Moa—#F, I AFERERMNHEITERICHENT, S
= .7 A%, EER{EARS, WAILUEAMRICEI—ERSY, WA EERE
B “Mr.” DA NMRIC. R, NLTKEEHE THRCArTheE, WHR
{EFRICHRATES (Tokenizer) . TELERRIAIERIZINEE

»>>> from nltk.tokenize import word_tokenize

»>> word_tokenize(sentences[100])

['Mr.", 'Knightley', 'loves', "to', 'find', 'fault', 'with', 'me', ',', 'you',
Pimow!, tesdo AEnt, al i tiaket, Yest, ety gl el ety Uloke!

1]
3. ) MEARE

WA EIRIE T AIERIEATRE R, WRiR. Ak EiRF,
IR IR AR . REIEBEFEEEZMIAM, a0 “fire” , BIA]
LIERTR C “R” ), WaTLMESDE ( “FFAR” ) o iRMEREFL IR E
WIEFRAR ET3, FEHE BRI, N7E “They sat by the
fire.” th, “fire” B&18, M “They fire a
gun.” . “fire” FiENiA. NLTKEEMH TiRMHRERS (POS
Tagger) , NHLEREFERFGE.



>>> from nltk import pos_tag
»>>> pos_tag(word_tokenize("They sat by the fire."))

[('They', 'PRP'), ('sat', 'VEP'), ('by', 'IN'), ('the', 'DT'), ('fire', 'NN'),
R A

>>> pos_tag(word_tokenize("They fire a gun."))

[('They', 'PRP'}, ('fire', 'VBP'}, ('a', 'DT'), ('gun', 'WN'), ('.', *.'}]

Heh, “fire” AE—NMAFHHEIEARRIIE (W) , EEZA]
Frh#trEesma (VBP) « XE, 1aMARIERARMKE (Penn
Treebank) RUARERRAE, NLTKIEHE T X FiRMEFRIC 2 X EATIRE, WA
TEr7R.

»>>> nltk.help.upenn_tagset('NN')

NN: noun, common, singular or mass

»»> nltk.help.upenn_tagset('VBP')

VEP: verb, present tense, not 3rd person singular
>>> nltk.help.upenn_tagset() !

4 Ht TR

PR T A EN B SR FRICBRAFIAMARE, NLTKRRM T HitF
ENBERESLETR, SiFaRZSFRA HRDH (Chunking) A
ALESE.

FHI, BRTNLTK, EBHRZEMAFIHNERES LIEEM T REER]
HEER, MHENEREKEFERJavaFF & HICoreNLP, EFPython/CythonFt
A HWispaCy<F, EfINERGERBTEHITIFEMANNE, B4E#ENIE
EALIBITEREXNSE EZR.

3.2 LTPTE&

UL BN T AEETZRATRXRAIE, MR ANRETRNEE
AS5LUZBANRMEIRKIBRAE, —PMEFHXAAETIEEZEAEF
AREN DR, AF—MREH—HEENFTRAR, EitELiEd
ME, BEERERSIMENSTIA.

BEFARFESE (Language Technology Platform, LTP) [Z12pA/R
EINXEFEHSHESEEREMRF D (HIT-SCIR) Il ZFEHELHR



—RESY. SRENTXEREBSLBTREMKRARTE. ZFaE
A (0a), EEREMa A SSERAD |« aEath (KERDED
) FMEX O GEXABRIEMBNKES ) FZWMBRIESLIE
BRART—F. &FAMAILIP 4. OhRAEMPythoniBEHRE, KA T
%ﬁﬁ&&%&%ﬁﬂﬂﬂ,%%u%&%&&%%%%%%ﬁﬁ%

LTPRIZZIEEE R, ATUERERApipBEETR, BRGE
A, BEEANRERGNEG G, RERITUTHS.

§ pip install ltp

TEMLTPHER G AR ITERERNNTAR.

3.2.1 H357iA]

WEFTA, BRTPEEZEIREEREITHE, MBRESLIE
PIEE LR/ N IER AL, FEEFTEEX R ICHI TR, IRy
RS RICBIFRIC BT TIRERAL, R oria B2 iR Al a)F H EYIE
EER, BEMEEANERARCHEN. HIN, SHFICHAAEL, BT —
TMTFEERSMAENDIEER, FEMAESHEEES, BED
B, E£H LTP #HITMEEERS, BEFERGIAT.

>>> from 1ltp import LTP
>>> 1tp = LTP() # ! '
>>> segment, hidden = ltp.seg(["H F Wil AMF. "1) #

>>> print{(segment) # LTI

[C'mxTe, R, "AH, '. 1]

3.2.2 Hit XX BHARIES A IETNRE

f&T 4iRThEE, LTPIRIRE T 9A). 1RMFRE. &L &
BAESHIIEN AR EETEE. ENLTKERL, Ak R ERIn{aE R
Lw%ﬁ?ﬁﬂﬁﬁﬁﬁ,%?E%EMW%%E%%%,%émumﬁ
B A X,



>>> sentences = ltp.sent_split(["HEWRIAN. ", "#8BEHT. T EE. "
1) #

>>> print(sentences)

DRETRLAH. ', 'HE=/T. ', "7 ER. ']

»>> segment, hidden = ltp.seg(sentences)

>>> print(segment)

[0 WA, "R, A8, 2", 'ER, "£8, "7, 0% 1, [y,
iRt 2, AU L |

»>>> pos_tags = ltp.pos(hidden) #

»>> print{pos_tags) #

E[lnsll lnsl' ln'|’ |'..Pl], [Inhl’ F"rl’ |.._.|.ll :.H.Pr]= £Ir'| 11.|", lul’ rnl’ pr.]]

3.3 PyTorchi Y

MRREF I RGNERLMTSHRBE SR, FENLITREE
MREFEFFES, MBEERFHHE. EF, BUHBEERNREFS
RE, EALLD R — L EIHRYfE P MR EEH), BT IX L fa) S P 4R 45
MERAE—E, RAARERIRE., Fit, REREFIENIEM
£, EATRTAEEENA PIRERIEE —NMREF SRR, AR EaYIIZ
(BRFEIJFHAMA) « FUNFIEBEFINEE.

KB FEABREPyTorchHiEREZF S E, EHFacebook A T & ReM
%Pt (Face—book’ s Al Research, FAIR) F2017E#EH, AILUFEH
PythoniB 5. ™H&Ki#, PyTorch@2—NMNETKE (Tensor) EIE
FEET ARG, RETHEINSHKINEE: 1) BEEEAIGPU (ERALESR
7T, WER) MEAKETEINEE; 2) sEBEHITHTITE, M
MAl LAERETHEN A ENERSHHFITMMN. ETXLFS, B
MEBEEA—PMRE. SHREFZEIER. SHMEREZFSIEMRL,
PyTorch BB TR :

o EZEMEE;

ANEe8, 85 EF;
YIS HEZE W LZ 1 E
SPythoniE S LELES;

IR G-



Eitk, PyTorchik g THRHMZAIAP, LERMRAGHITER,
AT EENBPyTorchIE AINEE, TERIFEREARNEBIRGFEHEEN
—ikE, SKEMNERNEEURBEE R EMEBRARBSTEHRE.

B, MR FERpipBEET AR %EPyTorch, BIXFEA, B
SHNRIERGHITHIG, REPITUT®S,

$ pip install torch

KB EHEFFHCondaENIFME R EFIZITPyTorch, BAREFZE
A LLE WPyTorchE M.

3.3.1 skEREKRELZ

Frigok= (Tensor) , PR ZUHHH., HHEE /N TFHFT28, 3k
EVNE—LEREWNET, Blan, 24k SN HIREEE (Matrix) , 1
HokE N IR NMEIE (Vector) , MOLEkE N IR NIFE
(Scalar) , HEMME— 1T HE. FHAKE, TS EMFEIMMZH
ROBHE, 24 RREBGERLUER 245k &, BVFERETRNE, MZoKRBH
ALK ERRmMEME. —RREREG (BEMEEFER—1EY
REERR) WAUUEREREEE, mMBEE—alXeREg (BMERERE
;ﬁ%&%’ﬁ&i‘%n—?, DAMRELI, . HENE) RAIUERMfKERT
1R 118 o

PyTorchizgit T Z#M AR IEKE, WTEIR.



>>> import torch

»>> torch.empty(2, 3) # Shap

tensor( [[0.0000e+00, 3.6893e+19, 0.0000e+00],
[3.6893e+19, 6.3424e-28, 1.4013e-45]1])

»>> torch.rand(2, 3) # :

tensor([[0.4181, 0.3817, 0.6418],
[0.7468, 0.4991, 0.297211)
>>> torch.randn(2, 3) #

tensor([[ 1.2760, 0.4784, -0.9421],
[ 0.0435, -0.2632, -0.7315]1)
»>»>> torch.zeros(2, 3, dtype=torch.long) #

tensor([[0, 0, 0],
o, o0, 011}
>>> torch.zeros(2, 3, dtype=torch.double) ¢

temsor([[0., 0., 0.1,
(0., 0., 0.]], dtype=torch.floatf4)
»>> torch.tensor([[1.0, 3.8, 2.1], [8.6, 4.0, 2.4]11) #
tensor([[1.0000, 3.8000, 2.1000],
[8.8000, 4.0000, 2.400011)
>>> torch.arange(10) &
temser([0, 1, 2, 2, 4, 5, 6, 7, 8, 9]1)

LU kS8 FEERNTES, HERACPUHITEE., ZEEAEGPUFE)E
ﬂﬁ%%%,wﬁgLﬁﬂW LENGPUF, BAERFTIRATIIAEEC
F(mi $me%mgTwmmme#ﬂE%ﬂ*“Tmewm
%) .

»>> torch.rand(2, 3).cuda()
>>> torch.rand(2, 3).to("cuda")
>>> torch.rand(2, 3, device="cuda")

3.3.2 skEWEAKZHE

ST KER, BRI UAMEH#ITEERRE, WNEFEREANWES
EZEF, PyTorcth-E’Jhmﬂ%E? TEHITEER, IS5 EER
AN K E3E X R B ST R I TINRGRER, TR



»»> x = torch.tensor([1, 2, 3], dtype=torch.double)
»>> y = torch.tensor([4, 5, 6], dtype=torch.double)
>>> print(x + y)

tensor([5., 7., 9.], dtype=torch.floatB4)

»>> print(x - y)

tensor([-3., -3., -3.], dtype=torch.floatf4)

>>> print(x * y)

tensor([ 4., 10., 18.], dtype=torch.floaté4)

»»> print(x / y)

tensor([0.2500, 0.4000, 0.5000], dtype=torch.float64)

EZMEEANT BT torch B E LI, WE= mFl
(torch. dot) . %#EfE#HZE (torch.mm) . = AR IR TS 5%
F., BRGNS,

>>> x.dot(y) #

tensor(32., dtype=torch.float64)

>>> x.8in() #

tensor([0.8415, 0.9093, 0.1411], dtype=torch.float6f4)
»>> x.exp() #

tensor([ 2.7183, 7.3891, 20.0855], dtype=torch.floaté4)

MRTULERNEFIEE, PyTorchifi2 T EZ RISk EREDH
Be, WNEBEEIE (Aggregation) . 4% (Concatenation) #{E. ELE
BAE. BENLRAAERMFEICEE, FHTheESIRMERFETUISE
PyTorch B H X4,

He, HWMHKEHITES (WKFED., K. s XKEMR/NMEFE)
oy HHERIERT, TS R— N EEEERIMIE, B4 (Dim) ZiiH
(Axis) o WAXTF—I k=, AJLAEIEFERAmeantR Uk HE)E,

>»> x = torch.tensor([[1, 2, 3], [4, 5, 6]11)
>>> x.mean()

tensor(3.5000)

TA,Eﬁﬂﬁmmuﬁﬁ%mEéﬂyﬁkﬁ?ﬁﬁi,“
BNEENE—ITHE IR FEIE, %ﬁﬁm%ﬁ%ﬁ%ﬁu°ﬁ$

— ik =, ,\‘Eﬁ? |&dim=0, dim=1, - - -, dim=n—1. 7EHEKE
Rz ER{ERT, dimi ETWAQ’E Efuzﬁ}_ XNfEEMZE (BYE
BEZHEEE) , EMHEIRFATZ. NAR ﬂ%mmIﬁ,é&EMﬁ
$EN,E?%mETHm



»>>> x = torch.tensor([[1, 2, 3], [4, 5, 6]1]1)
5>>> x.mean(dim=0) #

tensor{[2.5000, 3.5000, 4.5000]1)

>»>» x.mean({dim=1) *#

tensor([2., 5.])

LA ESERT RSN A4 (56F%) HYIBER, HHEEART2H, HzE
Rt atErl? afLUER— N E 2N HEAR, B “Hdim= nﬁ‘f
MERFINHELZETH, EREART” . (NELEAGFH, Hdim=0
N,M%%%%EE$M(23)*ﬁ(u3);§meﬁ NE2=
FARBERS (2, 3) TH (2, 1) . A, @OENEETRES AN,
U ERBIEELERFIRFFIE (1, 3) 3¢ (2, 1) HY5EFE, MO RER
NEE. ATHEERRIFERHEE, BERIETLIEME Tkeepding
B, BIANKE HFalse, EERENMIZTATrue.

»»» x = torch,.tensor([[1, 2, 3], [4, 5, 6]])
>>> x.mean{dim=0, keepdim=Trua)
tensor([[2.5000, 3.5000, 4.5000]1)
>>> x.mean(dim=1, keepdim=True)
tensor([[2.],

[5.11)

BHE (torch. cat) BIEHERMH), BiIIEE%, FKEARRH
LR, -

»>> x = torch.tensor([[1, 2, 3], [4, 5, 6]1]1)

>»> y = torch.tensor([[7, 8, 91, [10, 11, 12]])
>>> torch.cat((x, y), dim=0)
tensor([[ 1., 2., 3.1,
[F4., bB.p Bil,
[T 8oy BEl,
[10., 11.,°12.7]1)
»>>> torch.cat((x, y), dim=1)
tensor (Ll 1., 2., 3.; T-y B.;, 81,
[4., 6., 8., 10., 11., 12.11)

AR, BHEREMEZERNWERER “Hdim=nbt, MERAIN+1%4E
AET, EEHEAT” |, tnAaLIEGF4, Hdim=0oBt, MEBFEXK
ﬁ%%%ﬁ(z3>M%E,ﬁ%&—¢<&3>%%%;%mm1
B, MIBRERBANMZRA (2, 3) BIskE, HHER—NMERA (2, 6)



HISKE

BE U LS RMENESER, MAUEHERNHFITERIE
No WHTHFREN

z=(x+y) X (y=2)

Hx=2, y=30%, ATLAFRIITEHz=5, HRMAUE—EEERER
Pythoni#{Tit &,

5% ¥ o= 7.

>> y = 3.

2z =(x+y) = (y -2)
>>> print(z)

5.0

A2, ERPyTorchilfmi+EzRIENE ? ESLPyTorch#2F#1Python

XM, E—ARZAETHRERKELITRE. RERBATH
7J]No

> x = torch.tensor([2.])
»>>> y = torch.tensor([3.])
»rz=(x+y) = (y-2
>>> print(z)
tenser([5.])

Bt EEEIFRILLEES], PyTorchBZRIZS X S5PythondE 58
i, Ett, HEZTPythontwizEAtfE, FIFMFEMPyTorchFEER
5. MPyTorchim KA —NMFALBRESYHITIEE, LHERHKERF
ERIBIELL 3%, FIRHE8ILEH0PURY, MERINIEAZREEEN.
THEL—MNEEBGTFRRERMAEERGPU (NVIDIA Tesla K80)
B, X=/NECKBVREREZITHESRET, HITIERERIXTEL.



[1] import torch

[2] M = torch.rand(1000, 1000)
[3] timeit -n 500 M.mm(M).mm(M)
500 loops, best of 5: 55.9 ms per loop #

[4] N = torch.rand(1000, 1000).cuda()

[5] timeit -n 500 N.mm(N).mm(N)

The slowest run took 38.02 times longer than the fastest. This could mean that
an intermediate result is being cached.

500 loops, best of 5: 58.9 %8s per loop #

3.3.3 Bl

MR TEREEEIESHITIRE, PyTorchitiZ2 it T Bt EEERITNEE
(W BEmHHS) , FEEAALSS, BIESIHE— N RE*T—
NECEAFE—HETHER. Bz, MAUERETHEMNSE
e (=) #HITHML (WIFESHINZ) . FERPyTorchit B E
EERG, NEEHITtensor. backward () R, FATLUEE R EE
$EE L (Back Propogation) BIEI5EAK.

REIRN—RE, ATHE—PTEHRTR—EENIY,
PyTorch%ﬁEEiﬁﬂiﬁEiﬁ?% (5kE) BAKFH), BNBLAAFEEXT
ZTEXRS. ERGEFEAREREEMRN, ®E
requires_grad=True,

Fitk, HEz= (xty) X (y-2) BIKBELIEEER, MALUTE

dz dz

wx=2, y=3AF, d= Fndv gofE.

>>> x = torch.tensor([2.], requires_grad=True)
>>> y = torch.tensor([3.], requires_grad=True)
»wrze=(x+y)«(y-2)

>>> print(z)

tensor([5.], grad_fn=<MulBackward0>)

»>>> z.backward()

»»> print(x.grad, y.grad) #

tensor([1.]) temsor((6.])

dz __ ., dz _ _
WEETRER, B: 4 Y2, 4 =TT g



dz dz
Wx=2, y=38f, deFn dv REDHIF1F6, S EPyTorch{SRL i+ EHY
R,

3.3.4 A KSEHIK

S5 EENKEFTEH T —EHFIR, LLNFE N FEMREES, Bi—1
EIERE % NIZME— MBS —HERE . AT HEX—s, Bt
EEXNRKERARHEITIAEE . PyTorch—ILigH T 4FiAZ K E AL ARAY R

., oHlAview, reshape, transposefpermute. T~ ME S HIMLLST
47

=Ao

Avlewuaﬂlﬂ’]ﬁi&ﬁﬁ:F&E?&ﬁﬂ’ﬂkgﬁ/lk E itk EERIETKE 28I TT
EZMAT, =TT

>»> x = torch.tensor([1, 2, 3, 4, 5, 6])
>>> print(x, x.shape) # L
tensor([1., 2., 3., 4., 5., 6.]) torch.Size([6])
»»> x.view(2, 3) f
tensor([[1., 2., 3.1,

[4., 5.. €.11)
>>> x.view(3, 2) ¢
tensor([[1., 2.1,

B R [

[5., 6.11)
»>> x.view(-1, 3) # -1
tensor([[1., 2., 3.],

[4., 5., 6.11)

HITviewtR{ERISK EERZIELER] (Contiguous) , AILLEA
i s_conuous R FI KT — Nk E BB AELEMN. ﬂﬂ%%‘mgfﬂfﬁ@ﬁ, MEE
S contiguous RBUIFEEH T iEER), FreiARviewRAE. T
PyTorchizff 7 #Breshapetk #, AJLAEIEXAEELKEHITRAKA
B, BRIk, reshapelREISviewtREIThEE—H . EULLABER,

transpose (33 &) RBATXHKEFRHIANEE, S¥HHHH
FMNH4E ., TR



»>»> x = torch.tensor([[1, 2, 3], [4, 5, 6]1)
*»22> x
tensor{[[1, 2, 31,
[4, 5, 6]])
»>>» x.transpose(0, 1) #
tensor([[1, 4],
[2; 51,
[z, 611)

A1d, transposerR# R BERIATR A NNERE, EERXIRE LAV
E, E2ZXERZEY. BEEENIMARXNSERE B Apermutef
%, HEZRHESTNEEEFERIEASH, AEFLEE LM E
B, "N TERR.

»»>> x = torch.tensor([[[1, 2, 3], [4, 5, 6]1]1])
»>>> print(x, x.shape)
tensor([[[1, 2, 3],

(4, 5, 6]111) torch.Size([1, 2, 3])
> x = x.permute(2, 0, 1)
»>> print(x, x.shape)
tensor([[[1, 411,

[fz2, s11,

[[3, €]111) torch.Size([3, 1, 2])

3.3.5 [ #&H#

AELENEHKEEES, BRBREANESE5ENKEMINE
El. EBEERAT, EMERNKENTIRAE, BaTLUEE T BLE]
(Broadcasting Mechanism) #{TiRTHZITE. EFNMITIHNZ, &
%, WEPp—PHEEFFHENKERTEZHITES, FEEXHENKEN
FARHERE; AR, BT EBZEHNKE LBHITIRTEEE. BERE
KERMBWEE®RITT R, TEABI—MNEEBGFH#HITIRR.




>>> x = torch.arange(l, 4).view(3, 1)
>>> y = torch.arange(4, 6).view(1, 2)
»>>> print({x)
tensor([[1],

[21,

(3113
>>> print(y)
tensor([[4, 5]1])

ERAENKE, ROHA G, 1) F (1, 2) , B, BIIFEE
HEEPITRIEEE. Ak, ERITIRTEZCcE R, SEETEITE
(I#) AfIk 3, 2) B5kE, BN BIAZEABE15IEHIZ
22%), ByWBETERIBIZE2, 31T. W AR, AJUEZEHITNEE
®, PyTorch& BaiTI #EMizTHZHEM.

>>> print(x + y)
tensor ([[5, 6],

Leihd
(v, 811)

3.3.6 &5 51K/

5Python#yFIFRIELN, PyTorch A UITsk 2 H TR S| R g
1€, BN 5PythonfBEEAR—E, BIRSIERMNOFEEY, t1H [m:
n] BISEE R MmFALE, EnBIBI— DN ITRLER. SPythoniE S A EIRVZ,
gggrc??uiqgﬁﬁEI"Jﬁ—:%—/I\?ETE‘_iEﬁ'?3|Eﬁ‘t]])ﬁ"o THER—LE
=l



»»> x = torch.arange(12).view(3, 4)
>>> print (x)
tensor GEE: OG0 1 20 -3l
[4, B, 6, T1,
[8, 9, 10, 111])
2> xl1, 3] # Hc '
tensor(7)
2> x[1] # ¥
tensor([4, 5, 6, 7])
»»> x[1:3] # ;
tensor([[ 4, 5, &, 7],
[ &, B9, 10, 1111}
>»> x[:, 2] #
tensor ([ 2, 6, 103)
2> xl:, 2:4] #
tensor([[ 2, 3],
A
[t0, 111]1)
»>» x[:, 2:4] = 100 #
53> print(x)
tensor([[ ©, 1, 100, 1001,
[ 4, 5, 100, 100],
[ 8, 9, 100, 100]])

3.3.7 PEfESFH

AR ATERXEEE, FEN—NIKERITHRES A4, MRS
HEMERRAEA LS, FERBIHA—MUR, BIZ D6, MR
Hﬁg;ﬁ)\ﬁ\iﬁ)\ﬁﬁﬂ, MFBERFR—DHEERFA, UEEIZIRRAYI
AZEK

BRI, PiEH%E, #si2@Bid1Htorch. unsqueeze (input,
dim, out=None) PR#, MHIAKEMdimLEBALEE1, HiRE—
FEskE. SFR5IHEE, dimfEHRRTLATGE.

PRAESEFFE/R, {FFtorch. squeeze (input, dim=None,
out=None) K#, FEFIEEJImAT, KEPRIK 18R BLEERIF R
*. AR A (A, 1, B, 1, C, 1, D) HU3kE, BBAMILARE
% (A, B, C, D) . HARdink, MAKMIBHEREAREE L. B
o, WAFIRA (A, 1, B) , squeeze (input, dim=0) RHEBFESIRFF
sKEAT, B BHMsqueeze (input, dim=1) RKEET, ERASTK
(A, B) - TEHAHIFARM.



»>>> import torch

»>> a = torch.tensor([1, 2, 3, 41)

>>> print(a.shape)

torch.Size([4])

>>> b = torch.unsqueeze(a, dim=0) #

»>>> print(b, b.shape) #

tensor ([[1., 2., 3., 4.1)) torch.Siza([1, 4])
»>>> b = a.unsqueeze(dim=0) # unsgueeze

>>> print(b, b.shape)

tensor ([[1., 2., 3., 4.1]) torch.Size([1, 4])
>>> ¢ = b.squeeze() #

»>>> print(c, c.shape)

tensor([1., 2., 3., 4.]) torch.Siza([4])

3.4 KMEFINZE

NGESRATFTERITEEXAFIIBNIESR, BEEBNURE
X, SENGIHEEREMGEE, EATXRRTNES. fl, &
NEUER R, BiE "G RABIlE “MEEEMRETT XanE
t, MHRBHAgEFIF “G” 1FA—i “MeEXRNKYIER” WE
M. MREEERIERIER, 2iF “G#” b EEZ AR LT
B, W “YRAEFRRNBEEHR” “FMUERERRNEHRRER” ,
MEEBM T “B#” BZAERRE . Eit, I TINEHRELFHITI
SZARA, SRE. AAENTINZEEEELAATDM., EARTH, KE
B RHRB AR RE—HEE SRR R E R LG

3.4.1 HEBRHIE

HEBR (Wikipedia) 2—EAARESEERMINEEREH,
HEK - BURTENE - RISMASELE, T20001 1 B13HEEREK
W _EEE M BRSS, FHE2001FE1H15HEREFAME SRS BAIN
H. #EERNERALRE, FREATIIEZHRIGEIEERES.
ETR, BN REEARBIENREULREHRIENLIEG A,

3.4.2 [RIGEHERIREL

HEFRNEASU—ENNEER, MBMEFHNIARIEITR
RHAEDE, APRAUEETHHEANNESRE, RNEIR-MZI%EET




ﬂﬁfowu¢iﬁ%§ﬂﬂﬁﬁw,ﬁE&ﬁE%%R?i#,Wﬁ
3-1F7Ro

®/3-1 PXEEFHRBASR

& HE K/VMB
zhwiki-latest-abstract.xml.gz FIT A i) SR di ~ 147
zhwiki-latest-all-titles.gz T A 1) 4% bt ~ 33
zhwiki-latest-page.sql.gz JITAT il b AR B, ~ 204
zhwiki-latest-pagelinks.sql.gz FIT AT i) 2% M =~ 890
zhwiki-latest-pages-articles.xml.bz2 JIF A 1) 57 1 3 ~ 1952

TGRS EEFEFANREERRNIEXAS, EiltXEik
¥ “zhwiki—-latest—pages—articles. xml.bz2” , AT mETIREBRIIA
FIENEDaE . LL20205E10H23HAIRB A, ZEGHERK NS
1.956B. T EEHITAHIENSERNMERBHITAIE, XERFHIT
iR ARk

3.4. 3 1IBRIACIB A
1. ST ARTERHHE

A IREE B RHREBR AT EL iRk ER, X B LAWikiExtractor /g
BliFEITN B, WikiExtractor@—FETPythonfI TEE, FIITHTA
IBERERARE, I THELZETHANHEEKRIER, XBHEFFE

FpipfpSL2EWikiExtractor,

$ pip install wikiextractor

ETR, EERBT—IToSH M ERERRAIREBESEIHTA
2, EXBREGBER. =% SIRMIIRFEBEANKEE, RESE
A ARIER . FEIENE, X—EoEFERE—ELIEN
8], RREENEAREFAZ/L+ I ERNEAE,

$ python -m wikiextractor.WikiExtractor # % @ fte B 1

SFFWikiExtractor TEBRFERSH, B ENTHSHE (&
BAPERRKASEEIRD .



$ python -m wikiextractor.WikiExtractor -h

AIBSEEENE, MRURIBANAIBR M, HEREMWUA TR

.ftext

= AA
|- wiki_00
|- wiki_01
- ...
|- wiki_99

|- AB

= s

|- AD

text R ABAABIAO T LR, MEBENTFXEHREET
wiki_00Zwiki_993£1000M 3. BN NHBEESNMEETRNAE, H
ANBEWN TR

<doc id="13" url="https://zh.wikipedia.org/wikiTcurid=13" title="# ">
#

BHFRARASEFRANE., 54, TRURTEASFELN—MFH, AETaEFED
B Rey—f, REERRS P RBEEER, st HE. EXPHEHE
AEEESERTA L. REXMERAILESE, ATAAALFAREUAREREAHL
EREATRIERERE N ESE,

</doc>
<doc id="18" url="https://zh.wikipedia.org/wikiZcurid=18" title="1 ">
o

</doc>

AR, BMAFZYIH<doc>REFIAFHILA</doc>LHRE.
2. PLEE AR

PYAEFH PR S T FEPXMBEFFHNEE, WRER
ERFERBEMEDHIE, FERAXKRERNPIEFFCARER
AP, XEFER—RRARANP X EEFERTRE—
OpenGC. OpenCCT EAIF AR, BEiFPX (HpEiEhEEE



X, FEESHXERNERNR) FMEAHFFASEPOHITEE.
TERMHTLUBEEpiph SR E,

OpenCC

$ pip install cpencc

— Lk

RETTER, ALUEIT AN RPythonBIZAN 31T SC B2 B 45k

¢ python convert_t2s.py input_file > output_file

Heh, AR convert_t2s. pylIR R NEA7Ro

impert sys
import opencc
converter = opencc.OpenCC("t2s.json")
f_in = open(sys.argv[0], "r")
for line in f_in.readlines():
line = line.strip()
line_t2s = converter.convert(line)
print(line_t2s)

Hreh, ZRMWECEXHt2s. jsonB AR T

"name": "Traditicnal Chinese to Simplified Chinese",
"segmentation": {

“type": "mmseg",

"dict": {

llt-y—PEH x Mocddns

"file": "TSPhrases.ocd2"
2
},
"conversion_chain": [{
"diet": {
"type": "group",
"dicts": [{
"type": "oecd2",
"file": "TSPhrases.ocd2"
Fad
"type": "ocd2",
"file": "TSCharacters.ocd2"
H

¥



H
}

248G, RIEERTPNERPIOGEERERAERRI. 15E
A ARIESCPRIE AL T el B B B R R R 5L 1%

3. HEE I

233 bR iIBE, FJUSEIE S EAP XA ARIER,. AT, &
MEE T RHRIE B IMEN A AR BRI S IZP A e E ST AR gL . IR
HIMLAR S F o) SR A X AP S — LI BHVFZFERT. BEit, £xE
FEE I — N E RN IBRIEXR A X AIBRIF I T RS R, H—PE
HAHINEERRE. FEEIFENZE, XENAIEERFH—LARRE 5
=, MXT—RRLRPERNAISAIE (NfraAgE—FoR) , BA
—%i@%%ﬁ&ﬁ%%iﬁ¢&%&moﬁ%%ﬂﬂﬁﬁi&@%m
TJLZE:

- MFRZ=AIAXFFS, Flan “ O “ 07 “11” “[17 F

© MBR<br>FREBHHIMLIRE . FEIENE, XERHIER
A “<doc id” F “</doc>" RFFIRRIIT, BEFRIEFFIRMLEE
R, BEARLETNIGESRENBIELERMEXEEZNER;

° MR IEHF 5T, BREINFHEIELIE .

BRI, BUERF R ARE MRS B A AR IHFE, XTHH
B “x” 5 “487 , WRZBREEREITE S, MIEBZATHEITIEZT
o

B A T AR B s IR E R iR

$ python wikidata_cleaning.py input_file > output_file

Hrh, #BIEE T Awikidata_cleaning. pyBIRAEI T



import sys

import re

def remove_empty_paired_punc(in_str):
return in_str.replace(' () ', '').replace(’ {} ', '').replace(' [1', '").

replace('[]", '')

def remove_html_tags(in_str):
html_pattern = re.compile(r'<[~>]+>', re.S)

return html _pattern.sub('', in_str)

def remove_control_chars(in_str):

control_chars = "'.join(map(unichr, range(Q, 32) + range(127, 160)))
control_chars = re.compile('[}s]' ¥ re.escape(control_chars))

raturn control_chars.sub('', in_str)

f_in = open(sys.argv[0]l, 'r')
for line in f_in.readlines():
line = line.strip()
if re.search{(r'~(<doc id)|(</doc>)', line): &
print(line)
continue
line = remove_empty_paired_punc(line)
line = remove_html_tags(line)
line = remove_control_chars(line)

print(line)

3.4.4 Common CrawlZ{IE

Common Crawl| 818 T 7FRINECHIIESE, B RBMITH
B THEREAX AR . HiEFIEEAnazon WebfRFHIAHEIEE
MBHEIKWZENFEREZFEE L, HBEPBEMIR. Common CraleI’J;&TE
EEHER, ELELBIFNLEEXNBEHATNE—FESGHER.
FacebookiZH fcC-Net T B Bl F 3£ HlCommon Craw| %38, FH B2
T_E*ﬁﬂ' QE’];&*E&\EEMJEo \Eﬁﬁﬁﬁiiﬁyglﬁjﬁ ,L.\/\HE’]U—%
AILBITEREXINESE &R,

3.5 EZHIEE
3B BUNLTK T RIS T L B RIS MBESE, TTH



FHERSER R AN RGN . 1EHA, HuggingFace NBIAH TEAM
RHIER EESE & —HuggingFace Datasets, SHMBERIESAIBHIE
SR, EFUNTHYES

« BIEEHBE X #ZE20214F3H, HBR TIL200MiE5HI700%
MRS, HETXADE, NSHIFMRIEIEREXZERES LB
15%. < eEEMtkZEIRE, FTERGTHXTE, TRHAPER
AIAHZEHEHBESE. BT XFRA P EEFER XL A TR
g, TXEHHEAFEMARECIAENEIESE.

o FEARMUEF: AILLEIEWPyTorch, TensorFlowZEREF SJHEZR,
A K pandas, NumPyZF#EAIE T BEIFA, [EIRTZ3FCSV. JSONFHHE
NEEEL, HEETFEE. RIFARZEOMBELIEEO.

© HURIZEBIERS: JUERSALCERFNFHT, SEMIEZE
RERHIE.

« FEMENSE: W2 4BNEH, BTBERIESAIEES LR
K%, EEZMARBIENIEFITENHITIEN . Hitk, HuggingFace
Datasetsfk TIREZMHBRAINIEN L, BHMARMNBIEERETE
BE XN L. EIFHAHuggingFace DatasetsZ FHil, B HEFE
AL T s &% datasetsH .

$ pip install datasets

, TSR0, R dstasetsi 0RO
ke



»>> from pprint import pprint

»>> from datasets import list_datasets, load_dataset
»>> datasets_list = list_datasets() #

»>> len(datasets_list) ¢

723

>>> dataset = load_dataset('sst', split="train') # 38T (Stanford Sentiment

»>> len(dataset) #
8544
>>> pprint(dataset[0]) #
sentence f R tree
{'label’: 0.6944400072097778,

'sentence': "The Rock is destined to be the 21st Century 's new "~ Conman '' "
"and that he 's going to make a splash even greater than Arnold "
'Schvarzenegger , Jean-Claud Van Damme or Steven Segal .',

'tokens': "ThelRock|is|destined|to|belthe|2ist|Century|'s|new|" " |Conan|''|and

|that |he| 's|going|to|make|alsplash|even|greater|than|Arnoldl|
Schwarzenegger| , | Jean-Claud|Van|Damme | or | Steven|Segall . ",
'tree': 'TO|70168167163162161160|581581571...'}

datasetsiigflt T —LLENIMNAY R BN, FTFXEEHITA IR 35
PyTorch, TensorFlowZ T HEEREBAIEMRN, BEMARGEZLEN
BY{E A ST,

datasetsigEAIIEN A AR RAIIAT .

>»> from datasets import list_metrics, load_metric

»>>> metrics_list = list_metrics() #

>»> len(metrics_list) #

22

>>»> ', ', join(metrics_list) @

'accuracy, bertscore, bleu, bleurt, comet, coval, fl, gleu, glue, indic_glue,

meteor, precision, recall, rouge, sacrebleu, sari, seqeval, sguad,

squad_v2, super_glua, war, xnli’

»>»> accuracy_metric = load_metric('accuracy') #

»>»>> results = accuracy_metric.compute(references=[0, 1, 0], predictiomns=[1, 1,
0]) # references R prediction:

>>> print(results)

{'accuracy': 0.6666666666666666)

x/a, FEAENE, RTEERERLZEEGIHNEE, AR

3



J‘%ﬂuiﬁéﬁuﬁ/’iﬁ(ﬁ’ﬂﬁmﬁ%, E #1832 FHuggingFace Hub Lffth A
£/,

3.6 IhNG

KENBT=MEHANBEAESLIBEMURBENETREE, o
FH: EXBHARAEBSOEEMTENTK, PXEARESNEEMTE
LTP, KARABERERBIREF SIHELPyTorch. H4h, ENE T FZ
REP B —— K FE S AR BRI KB B 2R A, UKIER
HuggingFace Datasets3RERE ZHIBEN A, KAPREETHREEE
FRFIX L T BEFEIE.

SRR
3.1 FANLTKTE T - BETTErZEHEmma/ NGRS, HEiEHR
FHY=RE.
3.2 {EFANLTKIZHEAOWor dNet T E B AME (FA21aX) HITEIE,
HEAFZEAMIAETRXY Z B8 & KHEIE .
3.3 {EANLTKIZ{EEYSent iWordNet T B3+ E —/Na) FHY1E B 5]
%, HE A EAT MRS TS ME X IE R E M 2 F,

3.4 ERESSMAXLELTPSIEEGEKLTETIHNER, FALY
PBLLLERLTPIERS, ERBALACEIR; WLLLERLTPEEIR, [ERHEX
DLECIERA; ARMBLLERAANGEREBE IR

3.5 ©ffiview. reshape. transposeflpermutelUFhiEZE k2 FZIk
A& BEKAERE)RE

3.6 24Py Toroh3t SEFRXTELIE M EMGPURT, =AW B AT
SERES

3.7 T#H&FHICommon Crawl ¥R, FHLIMMENFP,. KXE, &
4R, BUIEEIREINRE.




M1 FHEERBEEG—DFrETH.



| #4=

B8 S LI RV 4R EL il

RKEFENBEBAES L IBTERAUFHIMEEE, BZE
BeAsS iRt EFRMAMLE ., FBEIMREMEFLLTransformer 9K FRHY
EEENER, RE, NENEBESMEERSEIZGXERR, Ry
DEMERIFIPyTorchiBA ARSI, TN BanfA £ LA _EERISERL
MEEMRSE&INE, Bl: LUERDEARRHIICAR S FESZFMLLEME
¥R E AR FHIFIFREESS

4.1 SRR

4.1.1 BREISE

FeH125 (Perceptron) mmERtERRHIMAVEEIERE, H
REEERKFETEFEENXEK. flan, £, £FEHZMANE
MEMN—NMNEIRNEITY, RABZANEIRNERFTHKA, RGBT
—EREME, MERZARE, BNAFREA. B%E n LARE,

BAWFTTTANA x4 %9y = 0 0y Xy METs=x i+t - -
+x,, WMRs=t, MAETFRA, HPtFEMRAHE, x, x, ",
x BRI, ATLUERREx=[x,, x,, * * *, x,]3RK. FAMM,

AREEAES, A—LIWLEFE, mMAE—LUNENIANITHHF,
R B RHFENBITTEITHEMN, SANSITEARNBEZY, Fitw
LURE X EIE R$T 0 I T A AR, BIAZRFEENEIXER
TREWNE, MAHFRTEEAONE. RXnLmXERNNED

%Wh Woy, = ° ", W, )”~|J§-§?§E"J§'J\§SZ§~JS:W1X1+WZXZ+- =W X,
BT LUEREIE=[wy, wy, -+ = -, wIRREnPIE, WAL

ERNEREMMAREN ST, Bls=v - x, TERERZNHLyA:



1, s>t 1, WMPw-z>t
y= = 4-1)
0, &y 0, 50

AP, WHy=1RTFRA, y=0RTARE. IRZRMFEE, H
B IAE A TR :

1, WMw.-z4+b>0
y= 4-2)
0,

XA, b=—t, XHFEMRAMRED (Bias) .

HEARAFREE, BRMRFHLIEEEMURR. G20
g —N o pE s N (Raw Input) FEMEFREIANGIE X, HITFEN#
FRA4FMEIREY (Feature Extraction) . ZEEHARIESAES, HEFmEZ
MATAHERERTIXAK, AJUAERA2 1 BB AT REE; HX
i &g ENEWFREDD (EEERAEESH) |, Tz
N ASEHES] (BMRSEMUSIREIIZE) |, FELSTHND.

RZILSLE TR IBERY )RR ER AT LU A B A AR BN AR, EEan
RA—MRAPTFE A FRIBRIME RR AR R XF, HEARESAIE
B, X Ee[a]E K YA AR Kin)R .

4.1.2 Zi%EY3

4N NATNENRAMBFR— N RIRR, BligHEE R AEAIEH)
BN EMZ ) o« BRT RIRB, EH—KELNEEF SIHRBFR A O]
U3 (Regression) =&, H5SRRAWAKRXAAETRMENERIZE
AR, MEESENSIHIE. EXFEFRTD, EEARAEBEXEDN
NMHA, ArNERERNES. RSFEHRTRENTUNF. X0, FIFR~%
S, MRBEFEAZFNCARIFERRE, ME—TERESEND
#, WMEBEENEITMuE AP EAEEZNITSSE, WE—EY3E

o

M [E]YJ3 (Linear Regression) =ix @ H£AIEIARE, SEEN:S
AKX, ZeMEEYIRBLG )y BAR AP &N T RS M AT,
AR LAEM ERmEDD, Bly=wix;twyxyt « « = +wx +h=w -+ x+b,



4.1.3 LogisticlE])3

ZMEYFIMEBEEN KD (EiE) 2EERN, EBREEFHEHIRGIE—
EHSCER. BRZEEEEBSIINLINEE, BN IR HIE R
(Activation Function) , HHlogistictRZEHAHE, HEFK
N

“-3)

Z R EERSVHIEBRFIZEO (z= —o0) FL (z=+o0) 8], Lz=
ZOHTJ-! y:L/z; k*f?%IJTI%Ii&E,‘JBimﬁ*EEo %Z:W1X1+W2X2+ . .
+w x,+b, UEIEEINHFRALogistic[ElT (Logistic Regression) 1%
#l,

BRI EIAER, BRLogisticlAREWAT o)., X
A EIRIIE ? AR IFLogistic P HSHIHITU TR
B, L=1. k=1, z,=0, HEEHERA:

(4-4)

ZER BN AEFR S i gmoi dERE, Bl4-1RBR TIZERBEIFIR (£S
2, BTLA#EFRASigmoidiR#) , HEWIGTFEO-1(8), FTLAZT
SigmoidiRHA— LR B s A UFRE— NN B TR — LRI AO#E R
B (BEREANL, EtthFEfRa—xoLme) . BR7T A LSS
BER{E, Sigmoid BB —PMREFNMERERESEHLLBREGKRE (v
"=y (1-y) ), XRAREERETHENSBMLEEERT —EW

fE#.




B 4-1 SigmoidF &k B =

4.1.4 Softmax[go])3

SigmoidEYIBIAR AR TAE - T n KGR, BLRSIMLC)M
IR FTREN LR, WMFEEKFHIRA, WEET-9H10MF
hgg—A, EIHI10MKR, HEERIBSLES, WAL, AMRE
ZEg, WETETALEE, DELERRMEREE—, BTEY
S, AT — NS, B4, TR S T4 KRR 2
Hep—M757AS i gmoidEIYARYBIEENIN, BIXIEE i I35 AL MRl
=08, zi=wixtwigxgt = = = Hwipxtbio AR, wi RRER T3
BT RIS I MANGIIRE . RIE, XS4 MIE A Ha o S T —
Wi, HEE—MANBTFENKBIRIBE. %757 XHSof trax[E
3, BEEARA:

y; = Softmax(z); = T O (4-5)

X, z "ReR@EE [z, zp, -+ -, z,); m "RERE; vi5&
TE D NEBBEER, E4-2R R T Softmax@)IEE REE,

Sm=2, BN srorkiEli@et, X (4-5) AL A:

g _ 1
e?l + ez 14 e-(z1—22)

It AFCBISi gmoi dER LT, WHLESigmoidik ) ZESof tmax R TE
R38BT 43 2 (a) @i B B — N5

Y1 = (4-6)




E4-2 Softmax® JFAEA T & K

H—SH, FFSoftmax[El)FRBEANXEHF, HEERA:

hn Wy Ty + WiaTs + 0+ WinEy + by

Y2 : W11 + Waalz + -+ + Wann + be

. | = Softmax . 4-7
Ym W11 + Wiy 2Ty N i Winntn =+ hm

RiE, FTLUERERFENERETZAN, Eifl:

h Wy, e, ,Wn I bl

Y2 > Way, Waz,*** , Way o b
| = Softmax . o (4-8)

Ym Wl Wm2y " Wmn I'n bm

EH—H, AUERKERTEA BHUREFRSY, Bl:

y = Softmax(Wa + b) 4-9)

T

n (4-9) H, x=[xq, xy,

" Xn] ’ y:[y1; y29

W11, W12, , Win

Wa1, W22, -+ , Wap

Wil o Wiy *4 % W
"y ym]Ta = s me 7 mn'; b:[b19 b27

'y bylTe XTEIEXEITW x+binH XM FR A X x i1 T4k ARG 3k 2%
4.1.5 ZERHER
AL BRER AR EE R & MRE, MM FPRZEIH

BIREAER R MR o, B A ERA—REL%, TEREETLEYER
ElR2Esl, HesAGF2F K0 (Exclusive OR, XOR) , BIME



iﬁiﬁ])\j"jﬁﬂinxz, ﬂﬂ%?ﬁ]*ﬁlﬁl, Eﬂé'x1:0\ x2=0§5?.x1=1\ X2:1Hq, iﬁbﬂ

Hy=0; WMBENIFAER, B1%x =0, x,=1Zix,=1. x,=08t, HiHy=1,

224—3%7%0 HER, TR 5 2818 S MK 52 B [E#RY
All o

Irl1 0

T2

0ro0 1
0 T 1
F4-3 Jr 7] R 7=

%2125 (Multi—-layer Perceptron, MLP) REZRZMAT 4
O —MERALTR. ZERHNRENEREEZERLM NSRS, HEF
BE (BYPREE, Hid-den layer) IEMNIELMEIERE. Hlan, 7
Yetan N EG =R IESE

z=Wllg + plt (4-10)
h = ReLU(z) (4-11)
y = Wlp 4 pl2 4-12)

AP, ReLU (Rectified Linear Unit) —FPIELk4iEE RE,
HENAHE I NTORS, Wt k0; BllimEENaEmANE, Bl
ReLU (z) =max (0, z) . WOl BIRRE I BRREAZHNEFR
=P

_—— [1, 1]
RIS H MBS T TR E - LAJ s

[0, —117, wi2l=[1, -21, bl¥=[0], BPA[ERASZ KOG, 2% 2R
FERIM LR 25 AN [Bl4-4FT 7R

B, 1ZMEZ AR FEERAVE? HEZERBE RN RIERR
A, BIEMT =PRI TREZE (h) URSINIELMEEER Y
(RelU) . BEREBIRIVSHE, BERBBAZEREENTTTH
Bl RRARST R FR R S R 0E], [EHAEIRZTBAZLER 7. WE4-5F



=, EEERx=l0, 01fx=1, 1A, HBIMISIEI=[0, 0]Fh=
[2, 11; mx=l0, 11F0x=(1, O1FANE, HMAREIEITh=[1, 0. HAT
R A— R EARRESNE], BRI N T 5.

S

B4-4 —AF Rk 5 R AL 5 & R B 09 424

OFo 1

0 1 2
hy

B4-5 % & Bdn 3% 1a b & = 18 15

E4-6RBRTE—RIIZERMZE, HPSIANTEZHRIE (X
BEHIFLMHERE) , HIERMHEREAZEPLEE (FH
SoftmaxtR#) . MIABMMmEEHNK/N—REEEN, SHMALBIEN
W LA ERACIR ORI A, MRS ERKN . BEFEERH
HRBAEEERIBLENURFENERILE, ENXERABSH
(Hyper—parameter) . —MK#, BREEHAK. BE#Z, BREA
SHRHZ, Z=2EEKX, ZERMBFZIFTIAGEHFHEE, E2ULATEMEN
EMERESH . MURESER/N. B, NRENREEDESD
Bo ATHERBEZEMZIREDEFTHE—NEER, FERBEARE
o EFnEE, B iASEEIFHREaENESHAS.
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B4-6 % ERmBETER

4.1.6 FRBISCIR
1. AR R 5 O R

FENET N ERAZ M RAR S 20 % B R 25 % TR E 4
R, BETRNBUMAEHAPyTorchSLEX LEARA, SEfRLE, FHAEIE
N BRIPyTorchig I E R K EFH LT EINGE, FLATLASSIX iR
B, BERXMIMAERNEMES, MEARZHTE. Eitk, PyTorchi¥
= AR M EZIEBEZE R T torch. nnB A, MMATLAF{ER EHNLL
VAR . @A, SR — DL MIREHRE (L
=

>>> from torch impert nn

>»> linear = nn.Linear(in_features, cut_features)

KB in_features RIIANGFIERIEE, out_features =i
THEREE. FTUERIZE MRS ESCILZ M RARE, RER ML 4T
ERIEBEIRE A1 BIA. HSEPRARZKMER, ATA—XMEMANS N
5, —RRXAU{E— R (Batch) , HEIFZREEMEGRMLE . Fr
L, WNEREINKENTIRE  (batch, in_features) , NHKELR
k=2 (batch, out_features) . RAHUIRIERIFERAIIAT 57
FGPUEE R Z % ITITERE N, XKIBRSITENNE. BARGa0
T



»>> linear = nn.Linear(32, 2) #
>>> inputs = terch.rand(3, 32) #
»>>> outputs = linear(inputs) #
>>> print(outputs)
tensor([[ 0.5387, -0.4537],
[ 0.2181, -0.3745],
[ 0.3704, -0.8121]], grad_fn=<AddmmBackward>)

Sigmoid. SoftmaxZF&FMEIER I ELE fEtorch. nn. functional
, LW ARTEZHITER S EE, ARARWNT.

»>>> from torch.nn import functional as F
»>> activation = F.sigmoid{outputs)
>>> print(activation)
tensor([[0.6315, 0.3885],
[0.5543, 0.4075],
[0.6916, 0.3074]1], grad fn=<SigmoidBackward>}

»>>> activation = F.softmax{outputs, dim=1)

>>> print{activation)
tensor([[0.7296, 0.2704]1,
[0.6440, 0.3560],
[0.7654, 0.2346]], grad_fn=<SoftmaxBackward>)
»»> activation = F.relu(outputs)
>>> print(activation)
tensor([[0.5387, 0.0000],
[0.2181, 0.0000],
[0.3704, 0.0000]], grad_fn=<ReluBackward(>)

F%7T Sigmoid. Softmax F0 RelLU pK#i, PyTorch &3 T tanh
FZMIEGER

2. BE X2 &R

B X ESI N BHIRE ML E AR BCERBOHITEES, FAIEE
FE LA MEIER, £ PyTorch RHE—NEE N HZMEIER
EFEE, FiaMMtorch. nnfEIModuleZSRE—NF2, HLWMHIIER
WA forwardiR¥. Hrh, WERBEX TEEFENRAITR, N
BIZEENE R, HXNEFPPSEHITHRNEEF. MforwardRE AR
SLINZARR A FIE)IEFE, BEIXHaANRITEERLIE, AMESEIREZRE
HER. TEMZERMSFIEE NG, NEWEEN —MNMAZWEIRE
2, HARBNT.



import torch
from torch import nn
from torch.nn import functional as F

class MLP(nn.Module) :
def __init__(self, input_dim, hidden_dim, num_class):

super{MLP, salf).__init__{()

self.linearl = nn.Linear(input_dim, hidden_dim)
self .activate = F.relun
self.linear? = nn.Linear(hidden_dim, num_class)

def forward(self, inputs):
hidden = self.lineari(inputs)
activation = self.activate(hidden)}
outputs = self.linear2(activation)
probs = F.softmax(outputs, dim=1) #

return probs

mlp = MLP(input_dim=4, hidden_dim=5, num_class=2)
inputs = torch.rand(3, 4)

probs = mlp{inputs) #
print(probs) #

RAZRBILHIAT

tensor ([[0.3773, 0.6227],
[0.3795, 0.62058],
[0.3975, 0.6025]], grad_fn=<SoftmaxBackward>)

4.2 ERAHEZ ML

4.2.1 1RBIZER

E%}:M’ﬂl s, BERWANSITEHEERUA—NMEZHNSH
(]RE) , X— J?':Xﬂl-lﬂféﬁhc}: (Fully Connected Layer) iz
E (Dense Layer) . #AM, MNMFHFLLBANISH, XHEMHTEE,
MAERGIRAIMES S, IR MEERKFHIZASH, —BF5HE54



FRLE L IENZE), RAIERAESLEBRANEN. EERIES
AIB(ES P FARMREIRE, N TIRRDRES, ATFaIIERRM
FERNHASIERE, MXLREMMIRSZIEERFHRAVLEH
AEE, EREEZERERIRXMXENEIER.

ATHER ERRR, — N EREERNEERER—NMINRERR
BX L FHERGFIE, WMEGPREEXR/DIGREXE .. XAFIRFIN-gram
F. ATHAXBEEEMNENE L, AJUMOXPEBANEINEX
ig, ZIREN AR FET] (Con-volution) ¥#p{E. Her, /NI, B
i%ﬂ%?ﬁ&%%%ERWﬁ%%ﬂ&(mmm)ﬁ%ﬁﬁ%

Filter) o

SRFFMENEREA IR ITH-FRE, X—IIERMRAMIL
(Pooling) #{E. BRMMHHREREAML, FimLFmFIIL
F. IR AG, EENERFERAEEXHEIFHE. MAEHR
PRESFH, RENERATHNTOEERERIN-gran(5 2. BILERE
AEF L B AT AR ARV KN —H R EE, - TiERD K, &
A, AATFEEERE, Bt A ERF 8 S HIN-gran HFH A
HE, SEHIRBESFHENREAEE, AmEdniiER, L
IRIEER 2246 AR R D B RV HFE

AT, ARMUERA—NER%, WA gEieilE—LE ) EEBHFE.
MAESKPRERE S, FEFERIERIRZMEEBFE, WMEBRITEFARE
HERAAS IR F. Eitt, AHITERERER, ATUERZIERZ
RIAEMENERBIFE. ERZNWERTAARBERI, —M2EH
AEENS Y, FRERAERNVIRLESH, REARNERZ; H—
MERNABRERNEEFHE, NAEFRD KPR EX/HIN-

gram,

BRPA 5 MR 2 MFE, BAXLFFIEN T HRAE T RERE
FIr, BURMPLLLEE, MLEAERR? HXREFRT— &R
Y9 SRR AT LA B 4R BUR TR .

&fa, ERLFSZ N EREMELEESER, ERERZEHMN

%, XLEMBHEIRNEFRHZMLZE (Convolutional Neural Network,
CNN)

Bl4-70H T — 1M ERWEMEHREE, ATMANGTS



XK. Hep, AR "“RERBRIESLE. 7 6. RIE2. 1. 3TN 4R
WA, BRFE MRS A—MEEE, REEMARENYGEE
735 (B ABRNEIIRT—MAEE, B0MHFERTREN—TT
) . AlE, PAIERINERRSBMANETEIBFHER, E4pim
PNEFRRTEE (N-gramPINEIKR)N) 94 (RBMER) , ERIMER
ZHTEE RS (RBMAE) , FREMEXENNMAE, WENER%
AU K AL-N+, B9 siapy e, NAERRRIEER, B8t
BB ER A SR L KE A3, ERESTARELKEN
4, TR, REEFIINERBLERIE, BARERZVE LD AR
BAIMEL, AHERA—THILIEE, RERZITEERED XK.

EERXMGRE—HEEHNNERFREXME—HER, ERTEAR
BESFYIHE. mMYOTERIGFHE, BTERRNMEFTEERED,
EFEZWNEED, REFRMEZLEER. RUNTE=45T, RAT
ENEBRESLEFHAIER, BARBAHEITEIZHINE, BB
HIZEFSERXINRESF I HIE.
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ENEMABRETREE, REFEREEE, RE— 1 HFERs, Eit
E1{1EREFR S B = 4 ﬂiﬁ (Feed—Forward Network, FFN) .

4.2.2 f=HISCIN

PyTorchBitorch. nnBl 1 {EHConvid. Conv2de}Conv3dZESLINEFH
B, El1nnRr—%ER. —HEERM=HE, lktlﬂfl\wﬁ?}iln
SABFRERAN—%ET] (Convid) , EMERKZVEEZRMHE=1S
#: in_channelS§9ﬁﬁ)\ﬁﬁﬁ§E9’P§& FEMNEXT IR =R E ;
out_channe | s A IBIER N, ITREFRZBINE; kernel_sizefy
BNERZIEE . YA 1ZConvldXTRET, MIANBIERIRN
(batch, in_channels, seq len) , HMIHEIERIRA (batch,
out_channels, seq_len) , EHEPEMAHIEMMEBIES, seq_leny
%ﬁimkmﬁﬂﬁgﬂmﬁmﬁﬂﬁgo55&”@%%%@%@%
BTN

»>>> import torch
>>> from torch.nn import Convid
»>> convl = Convld(S, 2, 4)

>>> conv2 = Convld(5, 2, 3) #
»>> inputs = torch.rand(2, 5, 6) #

>>> outputsl = convl({inputs)

»>>> outputs2 = convZ(inputs)

>>> print(outputsl) #

tensor ([[[ 0.2402, 0.1363, 0.1578],
[ 0.2771, -0.0916, -0.3951]],

[[ 0.3577, 0.2122, 0.2909],
[-0.2675, 0.1801, -0.0385]1]1], grad_fn=<SqueezeBackwardl>)
>>> print (outputs2) #
tensor ([[[ 0.3900, 0.1210, -0.0137, -0.0562],
[-0.5736, -0.5723, -0.4178, -0.332711,

[[ 0.2690, 0.3945, 0.2949, 0.0738],
[-0.7219, -0.7087, -0.4591, -0.4186]]1], grad_fn=<SqueezeBackwardi>)

ETRFZFMtorch. mnBHREXHMILESL, EBHHEKMWKL,
Tt EF. SEREXRM, FTHLFERD A—4%, —4Hm=4=



. fflanMaxPool 1d@—HmKittit, BEMERHEVEERHEE—NS
| kernel_size, BIiB{LEZBIK/), HELEXZXSEEABVEAN
i;?‘_ﬂ?iﬁ‘o WRITENMAGNFIHITEE, MEXNAEREHED
FHHKE

2>> from torch.nn import MaxPoolld
»*>> pooll = MaxPoolid(3) #
>>> pool2 = MaxPoolld(4) *
>>> outputs_pooll = pooli{outputsl)

>>> gutputs_pool2 = pooll{outputs2)
»>>> print(ocutputs_pooll}
tensor([[[0.2402],

[0.277111,

[[0.3577],
[0.1801]11], grad_fn=<SqueezeBackwardl>)

>>> print (outputs_pool2)
tensor ([[[ 0.3900],
[-0.4178]],

[[ 0.3945],
[-0.4591]]], grad_fn=<SqueezeBackwardi>)

T {ERAMEENERSEIM, PyTorchiffEtorch. nn. functional
FRSEIR TR 3, Wmax_pooll1ds, BITMEN— MUK EXNR, @i
AU EEAR DI, XAMEIMARELR—H, —MNEZWXAIE
TERAMICR LI MBI E ML EZA K], REE RS
iR, HABAEKEMFSIE, tFHSSIARNEMES, BEiRREn
T



*>> import torch.nn.functional as F

>>> outputs_pooll = F.max_poolld(outputsl, kernel_size=outputsl.shape[2])

>>> print{outputs_pooll)
tensor([[[0.2402],
[0.277111,

[[0.3877],
[0.1801]1]], grad_fn=<SqueezeBackwardl>)
>>> outputs_pool2 = F.max_poolld{outputs2, kernel_size=outputs2.shape[2])
>>> print{outputs_pool2)
tensor ([[[ 0.3900]1,
[-0.3327]1],

[[ 0.3945],
[-0.4186]]], grad_fn=<SqueezeBackwardil>)

FHFoutputs_pool1Floutputs_pool 22 IR RIGKE, AT H1T
T—%4E, TEZEIFAR torch. cat REFE(IHHERFR. Fit
Bl, TEEHsqueezetRB B RE— N R1BEEMBR, BENIF21T1518
EETHINEE.

>>> outputs_pool_squeezel = outputs_pooll.squeeze(dim=2)
»>> print{outputs_pool_squeszel)
tensor([[0.2402, 0.2771],

[0.3577, 0.1801]], grad_fn=<SqueezeBackwardl>)
»>>> outputs_pool_squeeze2 = outputs_pool2.squeeze(dim=2)
>>> print(outputs_pool_squeezel)
tensor([[ 0.3900, -0.3327],

[ 0.3945, -0.4186]], grad_fn=<SqueezeBackwardl>)
>>> outputs_pool = torch.cat([ocutputs_pool_squeezel, outputs_pool_squeezel],
dim=1)
»»> print(outputs_pool)
tensor([[ 0.2402, 0.2771, 0.3900, -0.3327],
[ 0.3577, 0.1801, 0.3945, -0.4186]], grad_fn=<CatBackward>)

witE, BEE—ITEERE, SSIDLIEE.



>>> from torch.nn import Linear
>>> linear = Linear(4, 2) #
>>> outputs_linear = linear(outputs_pool)
>>> print(outputs_linear)
tensor([[-0.4608, 0.4906],
[-0.4349, 0.4581]], grad_fn=<AddmmBackward>)

4.3 HINFRZ N LE

LU ENBE %2 ERMNES SN HZENEI NEIEHENL, 8%
B— AR, AT EF—LKAEBRIZE LB ERARHE ML
BIA+RZEZEMLE (Recurrent Neural Network, RNN) , E{SEEIf
MEfle EHFENDBRMERHENE— [RGB HEME T E /]
= FACEERI21ZM2% (Long Short—Term Memory, LSTM) .

4.3.1 1RBIZEH

BIMENEIENEMENRERMEIEAREBSIEAN, HE
¥IEnE4-8Ef 7R, EFWN, bxh, Whhy phhfnwhy bR ZMANEEIRR S
B BEERIRSEMRESEIHMEENSH. SERMERERMZN
&E, FRRE—NARMBERRY, RERAEHEITHESZNHLE
f2 & BESHARIIRME ML

B4-8 fE3FAP 2 R % T & B

S {E R EAHEMEZLIE—NFHRAR, FEFIEIIREM R
MARZIRIT, REHFIITEENEANEORIS X B M2 A G BT 2846
AL, FHFHRTEZI ML S EA S e T —RZIREA . E4-9
R T RIAHENELEFIIANTEE, EBRFFINKEAn. 1%
B2 R FF B TE IRt 2 2% ] LAfE R A0 T 2 TUHk

25|



h; = tanh( W™z, + b + W™ h,_, + b™) (4-13)
y = Softmax(W™h,, + b™) 4-14)

Heh tanh(z) = &= eBUERERE, BEfIKESigmoidf#

1oL, TLEWT1ﬂ”Zﬁ]tEﬁArWMémNW,A S Eh,
Z:1E5éﬁllﬂﬁifAXtﬁ9€, mAES E—mZIBS S Eh,_BX, X3EFR
FR—MIRAERBNEN . BENRZIBBAZLTEERREYT, m&HH
LA —EEN, BN ESEEE T ~ tBZIFEEREA
ER, BELEIMEMEPESBENFEFRIEICIZ (Memory) BT,

MR

I'Ir-‘[—|Hr '.‘rl—l'l.ii
,,_

.L.Lﬁ.L.L

B4-9 B2 RMERIZF I MANT =

A RSB E R EFRZIZEMEER, FHERTFAESIA
SEFR., Rtz I, ME4-10p7R, ERJAEFSNETZIFZE— N
HER, XMELERTLAIEBRIES LB E RFIIRRE
(Sequence Labeling) (]88 (If2.3.2%5) , fmiatdssiE. @4 soikin
A, EZNiRF.

Bt v ]
l‘!’lll‘ ' blll “.rln . b:-ln 1.‘)|n i bi“
“Ill!.- E'll.'l “v !||.. bll'l “_"ll- e !'ll:' “.v‘ll ¥ bll\l
REE hy hs - By

WAR =
F4-10 a3 % M 2 T 232 fr FIARIE P AR 69 1 & I

4.3.2 KFEFSIZ ML

TF&“E’MEH\%EFQXH%EP FEREEIZNM R EREMAERHE
Ery. B L, FHEERImKL; BARRM, SO TR S B




P, KRRz MLE (LSTM) B LUEGFHh k% 8] 85 .
KEERHZIZMEE LB (4-13) BB ESEEFHiANIER A

u; = tanh(Wz, + b + W™h,_, + b"™) (4-15)
h;_ = ht.\.[ + uy (4— 1(!)

XM —NEUNFLREREENSh, (k<t) FHITTERE, B
THEt-kE, WNMBNTRHEHER, FEMNESERSSHEMIL. H
iﬁﬁﬁﬁﬁ&ttﬁﬁﬁﬁ, Bl : ht:ht—1+ut=ht—2+ut

tu=htugqtuot 0 s fu g tuge

A (4-16) BREMIFIFIRTSh FIFTRSu I THEM, X#E
FMANE TR, HREZEAMIRTSKTh, STRRAIAR /N ARRR X —(E]
&, ALUBERT—HZIBRRE BN E—NRY, FLULERHY
XFFRAREIMEBKF, BEEQRA:

f.f — O.(Wr,tht + bl',xh il W['.hhhr_] + bi'_hh) (4_]7)
hi=fioh 1+ (1— fi) ®uy (4-18)

N, oFR/RSigmoideR#y, HimbadFrT0RI1 (8, R"I{EAM
POKFIR RS ; OF~Hardamard3efl, BliRskExtN Tt EHHITH
3; fMMIMEIRS) (Forget gate) , FEAMMREBNE, |BIRZSh
SHTHEMASH R R/, EREFTENEEHIZERT .

AT, XM AERE—NERE, BEFRTSh FFRSu R
NELEERE, BEREWMRA BN, W-fMEBKX, RZTFR. B
=, XFMIRTSIS HEPAZS R ST A I RERRLL AR S E LAV, EILEE
%ﬁﬁ%ﬂﬁﬂ’ﬂ%i&ﬁ%‘ﬁ?ﬁuo FEitk, SINFTERBASFRI MG,

iy = o (Wi, 4 b0 4 Withp, | 4 pihh) (4-19)

hr = ff ® h,f_l + 3‘; © uy [4—2{))

N, FIRAERY A TESEMNIRSu S He RS st EikX
HFR{EBINT] (lnput gate) o



N, R pAXT I E )RS, BNEET] (Output
gate) :

0; = a(wu_thr i bu.xh + WO.hhhr_l i bu,hh) (4_2 |)
a=fi0¢ 1 +iOu (4-22)
h; = o; ® tanh(c;) (4-23)

N, o XIFRAICIZHEEE (Memory cell) , BIfFEME (GBIZ) 7T
HESRFZINEZEER. SRENEIIHENE—F, BErRTLUERL,
TN S 2 MR 4E SR,  NXRTLAfE A h FU & BT R i H 45

Tt BEGRNETHEZEMEITZELSTN, EERNPE LML, F—
AP XHAEE, WX TIRMEREES, —MAiEENMESEHe]
HMRIRLEEBGAX, 25HEFEMNRIFEX, BEREZSNEITBE
MEHFEFAFE—FZEENER. I TERIZCIE, ATLUERNE
BEINFRZ LT N ELSTM, {FRBi—-RNNZKBi-LSTM, E HBift3k
Bidirectional ., HEBZIEE—NANFFSAIENERIFMEFHED
MEIAHENES, RAEBERNMETMHBENERNESERZEE—K, &
ElHENMEIEEH TN . WEEIFHE N EEWNE 411 7R

BWHE

MEE

wANE

B 4-11 ) 1A A 22 W 24 45 4

B—EEIMBZE MBI E R RNEE Z N MEESER, Mot
EZEIFHEZEMLE (Stacked RNN) , WNE4-12Fr7R. kSN, EATLATEE
ZRIIHENENE—EMA— N BRI RENE, W E S ZaIiE
B [E)EIFHLE LK



Ll

BERE

WAE |£

F4-12 3 & BFRAYE R 6T & R

4.3.3 1REILIN

TEIN R N EPYTorchBtorch. nnB Rt BHHMNBISEIRN, EIRNN
X, HERBZLEZRBANSHE: input_sizeRRENETZIHEA
BIKN, hidden_sizeZRREBEEZERMAK /M. FHI, RIT\IW, BERF
batch firsti& ATrue (ELERIA{E NFalse) , BN A\ F0igH BOSE1 454X
FHURBIK N (BI—RERTACIBRFFIEIEE ) o« ZHEFIZRNNIT &R AT,
HINBIEAR N (batch, seq_len, input_size) , HMIHEIEEH,
DA ABEEFIMERE—NRZIBEEE, BRI A
(batch, seq len, hidden size) #1 (1, batch, hidden size) . B
EHRGRREENTS



>>> from torch.nn import RNN

>>> ron = RNN(input_size=4, hidden_size=5, batch_first=True)
»>> inputs = torch.rand(2, 3, 4) #
»>> outputs, hn = rnn(inputs)

>>> print(outputs) # :

tensor([[[-0.3370, 0.1573, 0.1213, -0.0054, -0.1670],
[-0.4587, -0.0574, 0.0306, 0.2515, -0.1272],
[-0.56635, -0.0570, 0.1677, 0.3289, -0.1813]],

[[-0.3184, 0.1510, 0.0625, 0.0258, -0.2403],
[-0.5192, -0.28566, 0.0580, 0.3002, -0.0541],
[-0.3684, -0.1418, 0.5262, 0.1038, -0.1735]]],

grad_fn=<TransposeBackwardl>)
>>> print(hn) # itpu
tensor([[[-0.5635, -0.0570, 0.1677, 0.3289, -0.1813],
[-0.3684, -0.1418, 0.5262, 0.1038, -0.1735]]]1,
grad_fn=<StackBackward>)
>»> print(outputs.shape, hn.shape) #

torch.Size([2, 3, 5]1) torch.Size([1, 2, E1)

HAIEILRNNET, B AR IE B Hib S HIE N HIEH, N
bidirectional=True (X[GJRNN, BXTAAFalse) . num layers (EZER
BEIFHENEELR, BRIAA) F.

torch. nnBLHIRTEM TLSTMZ, HANRUHSHIUARBMARIRES
RNNFE[E], ARIZAETFEMEEIER T mE— 1 EZIBEE Ehn, 1T
W T |mE—EZIFIZIZ8REen, RERBITAT.



>>> from torch.nn import LSTM

>>> lstm = LSTM(input_size=4, hidden_size=5, batch_first=True)
>>> inputs = torch.rand(2, 3, 4)

>>> outputs, (hn, cn) = lstm(inputs) % output:

>>> print(outputs) #

tensor([[[-0.1921, -0.0125, 0.0018, 0.0676, 0.0157],
[-0.2464, -0.0665, -0.1037, 0.0957, 0.0048],
[-0.2961, -0.0872, -0.1543, 0.1562, -0.006511,

[[-0.2115, -0.0578, -0.0784, 0.0920, 0.0025],
[-0.2648, -0.0526, -0.0938, 0.1610, -0.0093],
[-0.3186, -0.0483, -0.0977, 0.2401, -0.0310]11,

grad_fn=<TransposeBackward(>)
»>> print(hn) # uty
tensor([[[-0.2961, -0.0872, -0.1543, 0.1562, -0.0065],
[-0.3186, -0.0483, -0.0977, 0.2401, -0.031011],
grad_fn=<StackBackward>)
>>> print(cn) #
tensor([[[-0.8748, -0.2550, -0.2490, 0.3584, -0.0286],
[-0.8544, -0.1128, -0.1598, 0.5203, -0.1183]]],
grad_fn=<StackBackward>)
»>> print(outputs.shape, hn.shape, cn.shape)

torch.38ize([2, 3, B]) torch.Size([1, 2, 5]) torch.Size([1, 2, 5])

4.3. 4 BT ETE L 55 FFIHER

PR T Be B AL IR o K oA FIARE RIS, BIAHEMES— 1 EK
HIINEE R RE B IEF B F IR A E B inldE, N EBIH IR AT
HIRFHIIRE, thFRAdmiLss—ARIEEEEE. FIEIFIERENE
BAEXN—1FS (W—1BRIESAF) RE, ARBXESGE, BE
B— N ERFES . RZBRIESIRRIBE AT UEEFSIEIF5E,
WM%ﬂﬁ,%E%Nﬁ%ﬁ%ﬁ?%ﬂ,%Ei&ﬁﬁ%ﬁﬁ%%ﬂ
Fo

El4-13RR T — 1 ETFHE FHEBRFHITIZEEN R 5%
PSR AR HAENEEES A FRE, REURE—1TR2IAXN
MR EEAVIE, BEREESE (5—1MMETFRENS) FiaEkB
FRESRAF. EFHIBOSTExA)FRIGFRIC .



HdiE

am ]
i wios

KM4-13 /73 2] 7 7|4 A

ETHEIIMEMEZFINBFIRBEE—NMEKRBRE, SRREF
JPWEE—TRERE (—PME=2) 88 TZFINEIEE. JAMm,
ZBRIEEARNEIE, jE;Eé X 751 EL AR AR, %ﬁﬁ@h_—)ﬁ'ﬁliﬁliﬁ
RTERZEEL, FEIRENIEmME.

4.4 FEHRE

4.4.1 FEHIHE

RHTERFHEFHRBEIZIZKFIEDA RO, — M EEER
WEIEER, HEER—IPMEIMES RiEl, TAFER—DEZIAYIR
SAELE AV RIE, TEEZHIES A RIRMFES aF PRy
BiREMEX, BIEXTFRIESMLE, XMHERM/EEESIVLE
(Attention mechanism) . E4-14284 7 —1 R0, REEEEZLE
iR “F g, giﬁjﬂ_—/\ﬁﬂ EAMIFIES AT
) “love” XR\K, BEUKRIEBESAITH “love” INAVIRASHRIL—
MNRKHIIE, 100. 6, ﬁ'ﬁﬁ"-ﬁﬂﬂ'ﬁﬂimlﬁx']\ REIFIRIES Al 7
BN RIRXT AR IBCR N, FREFRSEFHN— A%ﬁﬂ‘ﬁ")\

ARENNENHTELAR S

G, = attn(hg, hi_y) (4-24)

a, = Softmax () (4-25)

A, hFREFIIRsHRIRE; h R BRFIIRRT—E
ZIBPRZS; attn@IEENHELN, BBIAMONRSHEE, HE



—MERFISERIEE A O, @ = (0002 a0] g
SERBIKE; 55 M BRI E MR E 75 S
Softmax BEH(TIA—1t, HESAMEENNE ..

iR

REE

SNE

RigER LB

B4-14 T2 & A 69 5 3] B 5 7| 8R4

ABNARattn I ERXEZH, 0.

w' tanh(W/q; k|]) ZREEmMAE

TWk WERE
attn(qg, k) = 1
q k s
g k e PR S SRR o b K SO RS Rk

N

(4-26)

BESINEENNG], E/ETREAMENEIFTEIFTERR
ERERRT KIBERRS.

4.4.2 B;FEHiER

TEABNNEINRE ., HERRFIFE—BZIBIRSE, 7TLUE
TIZRESSEMRZARS 2 BB CGEEH) &, BB “X
He, MMEY” , IXN#HREREE NG| (Self-attention) .

Biftts, BRIZMAAnDNEEEBRBIFTx, x5 =+, x, W
HAFNREN NEFERIERRY, v * 0 s Ve HPAAME
EXNYAd. Ba, viBIHELRI9:



Yi= ) s (4-27)
j=1

Reh, | ERIAFFINRSIE; o, 8 5 ZEMEEN O
B) , HBER (4-26) REattnEBOHTE, REEZTSoftmaxiF ¥
HITA— RS, BN NS MRy Sx A%, NEiitE
SERERMA, Faxxix, 3 RIAIHER Ry, R EA .

B BEE NS, ATUEZRITER RSB AE ) 2 BRI <
. MERMMENED, BT EEZAENRZREEERN, FEi=Hm/m
MEXMEBRANNZIEEERTE, SFEBRANERREL. BASIANT
I HEAHIHREY, WLSTMSE, RILASR O RRIXMSEE B Ak#inl@, BEa
mAER. Bk, 2TEEENIHNEIENRECSEZELENER
HEMLE, MABRIES LIEIRERE.

4.4.3 Transformer

AT, EEEERKRBERHZME, BEENERTFERRIT

| :

- EHEBEEENN, REZEBANMERESR, AT ENFS
HATEE;

- WAREXRENAET=MAE, BEIENNERNAE
EUEHWMNNEE, SBEAESHF;

* AZERTEMANFIETZENXR, TEZESPMBANFT
B BEE R R;

- BEENUESERER, TERBIXIESMEA.

THS XL RS G HENNFERGT R, METUTHREMNEE
BHREBAE—NEEGENEF Transformer, XPNRIRHAE
SEhE, NAXELiH#, EEE— I EEFINTREZ—TEERFS, Fh
LARTABRIERL “TH#eas” 3¢ “¥#ss” . HEBFZ—1EXE “Tk
&7, URMEXNBERHITER, MUEERTESBLERESR. B4,
TE— I EHBHEIEXRE “TEEN” , X—EENERI T HgeTH




5, EEEEZRBENETR N —HFEA. BAEl, Transformer
ERA—TEENDR, BB AEREEAERA.

1RANIERESR

MNEEEMNTFINRRTEXEE, RENEFENREREEE
MARENNEER, SHESRBRBALMN, AN FRESSHE
HE, BMEImFEAR, effRrtEEEE. A7 HRX—O)R, &
EAFINFREBNMNIANEESIATRNMNEERLURX ST . BAMGIA
NEEEMNAR ALE#HR N (Position Embeddings) FA{iE ZmhL
(Position Encodings) . Hr, (UEBE&BASIRERAZLM, BIAFF|F
BNMEMUEMF—MESE., K4, HENRERR. MUERLNZ

wEEy N2 RY g Asom ((ESEIME) BHEI—4d
WEEE. BRETATA

‘ sin ( o ) s S i AL
PosEnc(p,i) = 100001 o (4-28)
cos () .

{EEVRp%§ﬂ¢%ﬁ§?ﬂﬁg&gkw%ﬁﬁﬁﬂﬁ%¢%?ﬂ

TR EEMAABHNTRUERD, EHE—MIBNLHEE
B, BSZAENEAARELTAN, BTRTZTENAARE.
AR RAR, BEURTNFLOLERR, KREQRER
TR, NTIRER T A SRR TR R TR AR )

o
2. MAREARBER

R B FENBRAEEHE IENNERFERAR I MARE, AR
FERBIIFENNE—NMIAREMN, XESH— A RZRER
AFIBT=MEE: i (Query) . # (Key) FI{E (Value) . EIFHY
HER, MARMWAGRFERAARMNEE. ATHAIX—R, ATLUERAR
EIR S HFEREXT RIRB MBI E ML TR, WML EIR TG R &
BEARAE. Bk, 2AER=ANTREFISEEERWT . WFRIW i
)\Fﬂ%xiH%ETI%EA%)TEI"JFEHEQFW%\ ki:WkXi%‘uVi:WVXi; ﬁ%ﬂ%ﬁ?ﬁ



i, BAMEXNNOEE. FEEERETEARA:

n
Y= i, (4-29)

Jj=1
a;; = Softmax(é;); (4-30)

Gy = attn(g;, k;) (4-31)

step, 0= (0 Gy Gul e g
3 SREEES

RGN EEENRENEE T FIFEERNANFIIL T Z B/
KHE, MESXMRMAS, FEEERFNEEEZWANFIRTZERX
3?‘ HESMEXR. MREEZESMXR, SSHEANEIET

o —HM@E, XUTEREGEEEENSE (Message
Pmm%ﬂm),ﬁﬂ%%%%ﬂ%ﬁﬂﬁ%%%ﬁﬁ%ﬁﬁﬂiﬂo
S—FHH, XMUTFZERMNZE, MREEEEZEIENHER, ATE
BRI R LM CEENTE—MRFERAZMRED , REBREKA
=M. Fitk, ATHERERNRREN, FEEBERIENITE
zkE, EBm—1rEE& MR ZERZE (MLP) RE, S5, mREFEFE
BHRBEEFIEHMEEE, BLZERMFZHERZN T ARE. [RAT,
RTERBERGES], EJUFEREBEA— (Layer
Normalization) . 5%ZE1EFE (Residual Connections) ZFREF Y
N&FI5. BABENE. LB AR ERXEINZETRTE, T —
NE KB Transformer /&, tAU{ETransformeri (Block) , #n[E4-15
Fi7~o

BA Transformer Block o
=) Sras ]
i N RN e
=) - )
=] i} ]

B 4-15 Transformer 3k



4. BEAEBNHEHSERER

HTEIENEREZLZIT—K, SHEMFE— M mAFMZ N EA4
AR, tWIERR AX LA FERXFENE, BEFEN
FRZBIRERFH, TERKEZMNMON. Elitk, tRaEFERA%ZEE
AENRREE ZEARRREFENER, WAREEEHIER TgEXE
A ERMAN L, AMmigeiRBpsRizee 1. Ao =EZEEEFR
NERNE? FAIEEE R, REENE ZEMG T, ARE~E
R NmtiEEdE. ATEREERIEAT—HOEAN, ©EEEH
EENEEmERSE— MRS, MSIEdERE. 1ZRE N IE
%ZJ-BFE75 (Multi-head Self-attention) #&&!, MBS —FHHEIE
g, ZLBFENVHFIEITZ2NPENEEENERERR
(Ensemble) , HSIERIRRIFNR, LXUERHENEZPHZNETR
¥, WRILUEARRRER S1SLIR MR MBS B R B AI4HIE

4.4.4 ETFTransformer BYF5)E|F5i=HY

LA ENTBEITransformer iR BV A] LUR a7 M X — N F 51 4mA5 . 1tESh,
SR HENLZIENLL, TransformertB AR S SCINEZRLINGEE, I
MEEETRFK, MM T —NF5EFFR0ER, FR2AILASTA S ES
FEZWERAESAIB(ES. MERRA S SmERREKER,
HERPUERBERRNRE—BmEBIERBAN, XBU/EIZIZ
(Memory) , BINEERZCEINEDAMELERIERBMN, NE4L-16
Fr7mo

B R
I EncoderLayer DecoderLayer |
% | EncoderLayer | DecoderLayer | -
A H
[ EncoderLayer ] DecoderLayer |
| EncoderLayer | DecoderLayer |

NG | | love you l R4y ¥ Z l




BH4-16 &£ FTransformer & 5 75| 5 74 A 715

4.4.5 Transformer {2 BB ER 5o

5B HRMKEFELL, Transformer BB HIZEBEMNFIIE T
B EKIEENKTIXER, NM{ESTransformer 5T FFIEIERIEE
EiR, HI, #ETrans—former BI4RIEMEL, HATFRILFIBGPUE Z 4%t
BREHITHIT B Transformer IRNERRI B EE SIHREY, MEIMRE M
WBEEZRME, EitTransformer EHESHIIZIRE .

A, SEFBEMNENELL, TransformerfI—NEAERERAES
HELTHEK. B—EMTransformeri R KER DS EHEE4-154H
FEFiEYS, EEENEREGGAREN="FEMEEE. 2Ll
FISBHENSHNEEATIANIELEN S ERMEE. EXTENZ, 1T
EEHEZETransformerl, NMESHE=XI X% E. RESH —
LA TransformeriRBEFE XN HE. UABREEZEDIFEENA
HUBERT4REY /95|, BERT-base&ZH12Z=Transformerik, S E=Bid1. 1
24>, 24 =HIBERT-large, SHMEIAE T3 MM %. EXHSHE
ES5H TransformeriRBIEEAR R FILZ, LEELINEEIEE /T,
FEitk, ATERERINGHEE, ETAMEHEIBENTINGIREENEM
g, SUWERPEENLTHNESRNS. MLk, FEELXETransformeri&
AUoE KRR RBEST -

4. 4.6 FERISCI

HhRAHIPyTorch (1. 2R A& VALE) SEI T Transformert®El, H
B, nn.Trans formerEncoder3EI] 7 4mh3iEiR, BERHZE
TransformerRFIEKHY, TP R{FEHTransformerEncoderLayer £, T~
H R REAEE 7RG,



>

3>

2
222

encoder_layer = nn.TransformerEncoderLayer(d_model=4, nhead=2)

src = torch.rand(2, 3, 4)

out = encoder_layer(src)
print (out)

tensor ([[[-0.5909, -1.0048, 1.6249, -0.0293],

[-1.7004, 0.5760, 0.2930, 0.8313],
[-1.4910, -0.3054, 1.0853, 0.71111],

[[ 0.8265, 1.1358, -1.2065, -0.7557],
[-0.2638, 0.0308, 1.5133, -1.2805],
[-1.7299, 0.5828, 0.5041, 0.6430]1]],

grad_fn=<NativeLayerNormBackward>)

RIiE, ALEZ M ransformertRIEBFE K, HE— PR

nn. Transformer Encoder,

P
>

I

transformer_encoder = nn.TransformerEncoder (encoder_layer, num_layers=6)
out = transformer_encoder(src)

print (out)

tensor([[[-0.0614, -0.7482, 1.6515, -0.8420],

[-1.8981, 0.4108, 0.3998, 0.8875],
[-1.8357, 0.3060, 1.0812, 0.2485]],

[[-0.6341, 1.7177, -0.7156, -0.3680],
[-1.3247, 1.3643, 0.4179, -0.4575],
[-1.6706, 0.7775, 0.7674, 0.1288]111,

grad_fn=<NativeLayerNormBackward>)

BERDARIR L 2E{PL, TransformerDecoderLayerE X T — ARG FELR
B9Trans—formerik, 1Bid % EREEMIENnn. TransformerDecoder, T
EREARRIER A

o2
25>
25
20
b

333>

memory = transformer_encoder (src)

decoder_layer = nn.TransformerDecoderLayer(d_model=4, nhead=2)
transformer_decoder = nn.TransformerDecoder{decoder_layer, num_layers=6)
out_part = torch.rand(2, 3, 4)

out = transformer_decoder(out_part, memory)

print (out)



tensor ([[[-0.0302, -0.4711, 1.6018, -1.1006],
[ 0.0414, -0.3823, 1.5478, -1.2088],
[-0.7133, 0.5378, -1.1745, 1.3500]],

([ 0.2694, -0.2363, 1.3747, -1.4077],
[-0.1895, 0.1295, 1.4346, -1.3745],
[-0.8469, 0.5927, -1.0769, 1.3311]11],

grad_fn=<NativeLayerNormBackward>)

4.5 HZMZEEIRYIIZK

ULEEBNEATERNESLEFR/LMERNRENSE CREFE3])
RE, HphEMiRERNPEHME I KRENSH, WA HMIEEXLESH
%B’%E*ﬁﬁ!)ﬁﬁ%%ﬁ’ﬂ?ﬁﬁ, Sk — B S N IE X IERE)I 2k
B EF S,

4.5.1 IR

RTHE—EHSHTFIER, FEE—MNEN, EVHSFEIF, X
FRAMLEE (Loss Function) 121, sk, kR A TFEHEE
NEHEE LRB MBS EXHME 2 BES. Eit, HKRRBEE
)N, RREH S ESa AL, TRUAALRHERIRIELF . i
MRIKRRBEET ), BAREFSSINGHIBEBETIE
(Overfit) , REIFERATHOEIE. L, FIIGEREZE )RR
By, ERErrEdilaiiig, BEMBARRLUAELLEA), @ENL
(Regularization) « EFIEN{L (Dropout) FAEIZi% (Early
Stopping) F. KPAIFIHITHEZHINGE, METHREZRAZR, AL
SEHMMAENEIOREF IR PEE.

FELNBREZSFAMHEANRELEE: HFIRE (Mean
Squared Error, MSE) #iskf13Z X k& (Cross—Entropy, CE) ffisk. Bt
BYHIREMKIEN 2T MERPFEE 0%k, B:

1 m ) L
MSE = — 3" (5@ — y®)? 4-32
o L =) ()

=1

R, mRRAHEANHE; v D REFIMEANETREER;



I g MR RSB R ., T, ERRIET, NS
REESERGHN, B RERE,

ULERWEFIREMELES TEVAEE, B—MEREG—EL
MHEEATEER. BAWMMAIERNGIRERKLIEST FKEENE?
AL IR K Kin)@, MBFIREREX A :

1 oS (042 5
MSE = EZZ(% —y;) (4-33)

i=1 j=1

(%)
R, Y RRE IMEANE | XEMESHEER, REF
~ (1)

TREIRBIRE A1, KRB R0; 7T RRERIE MR
IR EHFTONER, INRFHSoftmaxRETERFITIHA—4, MFKR
SHZ AR FTONEE R, SEVAEEMESIEERE—H, BR8N
47, EXPESTADITUMEBREISET1, TR FUnam=)
EET0, FEitS& T ERRE A,

LRy Kin)EE, XA R—MEEARNREER. 51975
IREMALMELL, XXEHRENFIIREER. HEKEXA:

1N, 6 gt ,
CE = = ZZ?}, log 9 (4-34)

i=1 j=1

(4)
®rh, VI RRE MRS ] X EMESHBEER, RET
~ (1)

HREKBIME 1, HEiXFMER0; ¥ RRERE MEART
EIXMTOUR, T2, BETXERERBUAFERIN IF#H25
TR SE . RERIEIMLT, WFNMmREA, BTFARE
MATETRE— 02, UXERESN CXBAER) « AR
i, TXHEREERHAREANENSRGHLLERNDT (ASFHH)
KARK LR P BT R LR R (Log-Likelihood) » B4h, EAF3T NI
sk QDEUEA T EMHABIMFNLGER, FUEERATUE—SE, 8.

1 m (6
m pm 084t ( )



- (4)

Rk, Y RRAHERIE I MEAEERLER EROTUUBE. B
L, R IR iR A X B LR Ti5k (Negative Log
Likelihood, NLL) o ZFTLARRNIEIKRIF IREERS, ZEASR
ASERIAR, BN EREAA TN Rm/ GEIET0) , T3t
ERIEFER; MARBRBUNE, B EFREHIBFNER R G
EF1) , BNHNESELT0. XMTUI2REMA, BIHIERE
IRECKRT, BRRBMBERK, EHEEFGER; MIERERE
B, IRKREBMBIBER, WETREIFSEE.

4.5.2 #HETPE

#E TP (Gradient Descent, GD) BE—HiFEREMIAMERANSH
kL. #E (Gradient) BIUEEMHEA LT Z TRBENS
HREBHRSE. MR (x4, x5, =« =, x,) NENSEKER

[ﬂiﬁiu.QQT
&, NHEEES 97 0z’ TOrat L WEILAEA VE (x,
X, v, X,) o BENYIEENERBEEMNKREGE, &
W, BEHENARENSESIRB RN KE; RIIXKR, BEHE
HMEEARE, ENESHRERBHR/NME. E2FA THERNX—4
R, IREZFIRBHITINGR, FLATLUBIEEEE T EE—SSHiER
R — 1T EX IR, BERIB/IKLRE, FHRESITNAY
RESHE. BETHEREENTRR,

Hik4 1 MR TEH &
Input: %% a; T4 m PR GRS
Output: L2 6
LoV L f(x:8), y):
: Miik s e
3. while & #) ¢k &4 do
4 S g = LVe 37 L(f(=';8),0");
5, 8=8-ng

6. end

ARED, EINRLEFHRBESFRBERTAESZM, WMLEMNTE
INRE BERRERZEHETHUNENT—ENREMEFLEL
BEANERRIBRAS, EEALURESSRERBITIRE



IR, HWINEGEIERN DRI KR, InREXEREHR 2B
BB E, BEANEITHRESIEER. ATESEEZNEITRE, 8
AT LABEH SRAE— E AR B BRI, EBT# AR A/ bR A6
ETF% (Mini—-batch Gradient Descent) , B{AEXIIT.

BARGRIGEVESE TREAMELL, NUXEE TREEEEXITEREGE
AIBEAR TR 2R, BEERTHEMEITEMNRER S, BATLBETIES
AR OR BERAME BT E N EHBEIE . /R aE B #i% Ab=1
B, DMI#EFRABENEEE T & (Stochastic Gradient Descent, SGD) .

BT, R4 6N BN AT A6, NMRNAERBEE
TREERBMUNESY, RREE. KBNT,

H k4.2 DBORME T EH &

Input: %238 oy UK by FIT m AT SR K
Output: {{{EE% @

LR EC L (e 8).1):

n Wi zie

3. while # ik )% 3k &4 do

& MO R b R,

s | THEHNE g = Ve TF L(f(=';8),4™);

6. 8=8-ag

7. end




import torch
from torch import mn, optim

from torch.nn import functional as F

class MLP(nn.Module):
def __

super (MLP, self).__init__()

self.linearl = nn.Linear(input_dim, hidden_dim)

salf.activate = F.relu

init__(self, input_dim, hidden_dim, pnum_class):

salf.linear2? = nn.Linear(hidden_dim, num_class)

def forward(self, inputs):

hidden = self.linearil(inputs)
activation = self.activate(hidden)
outputs = self.linear2(activation)
# A% 5 T =AlEI MR (Softmax
# B REH E 3 #1T ESof tmax k]
log_probs = F.log_softmax{outputs, dim=1)
return log_probs

x_train = torch.tensor([[0.0, 0.0], [0.0, 1.0], [1.0, 0.0], [1.0, 1.011)

y_train = torch.temsor([0, 1, 1, 0])

D T YT -

4 s 40 pE g A, 7 : 5,

model = MLP(input_dim=2, hidden_dim=5, num_class=2)

criterion = nn.NLLLoss() # ¥ B log softmaxis



optimizer = optim.SGD(model.parameters(), 1lr=0.05}

for epoch in range(500):
y_pred = model(x_train) #
loss = criterion(y_pred, y_train) #

optimizer.zero_grad() #

loss.backward() #
optimizer.step()

print("Parameters:")
for name, param in model.named_parameters():
print (name, param.data)

y_prad = model(x_train)

print("Predicted results:", y_pred.argmax(axis=1})

MEERNT: B, WENENSEE, SERDNLMEREER
WNEMREIAE; RE, WENEITIEEETUNLER, B0,
1, 1, 0], E5FEINEHEMERE, HARZESH B IERLIER
o]f (BZEARmI o Elda) o

Parameters:
linearl.weight tensor([[ 0.9949, 0.9948],
[-0.0303, -0.5317],
[ 0.0178, -0.1728],
[-1.1259, -1.1261],
[ 0.5375, -0.0207]])
linearl.bias tensor([-0.9943, -0.0148, -0.0218, 1.1067, -0.7041])
linear2.weight tensor([[ 1.0598, 0.2323, 0.2086, 0.9058, 0.3806],
[-1.1797, 0©0.0338, -0.2888, -1.5151, -0.28071])
linear2.bias tensor([-0.6285, 0.3672])
Predicted results: temsor([0, 1, 1, 01)

EEITERIR, PyTorchiZ{ft Tnn. CrossEntropylLossiisk t{ 2l
(), TEE5—mREX LR XEHEAE, EETERKZIBED
#H1TSoftmaxit®E, EEMEZHMEENEER/EHSoftmaxE. X#
AT R EFRIZARR TN A LR SR E, EREB#HITSoftmax
BH, BEEEmE o8 msEAERTUNEREIA . BR T nn. NLLLoss
Fnn. CrossEntropyloss, PyTorchifEX TR ZH M E AL EH,
KEARFHITNE, BLBEIEEFSZEPyTorchIEH X1,



EliEh, R THE TFE, PyTorchidiB {7 HMAOMELEE, 0
Adam, AdagradflAdadeltaZs, XL IZFEITIRIGHE AL
i, HEREEDTSEREIR, MHERREF. BiEARARE
EEEE, REEEXMUSEREHRAAENBMAEEE, HFHigH—LLs
EWSHAIR] ., X TXEMRUFIEN . XAFEKER, KEHLAEBN
4, BBHIEE IS EHMBREFILHEE,

4.6 1HREITRELEX

AHLLAFIRRARME TR AG, JERWIAIERAPyTorchSEE] EE /Y
ARNNMREF IR, A% RERHES . STHMEMLL, LSTMH
Transformer, REBRICAZD KB, AT FEAIHIES, THEERS
TAZRRYS, TAEERE. MAREERNS ERMFEIELIE, XART
FRBENNE SN AFHEITIEE, TES AN,

4.6.1 1a)Z<BRET

L= ERREFS, TREGNGITHIESF S HEALIEBAIE
=, BABFEFAAINES S, BERIFIC (Token) , BREFHKX
TEHFTO0. NFRRKPVEY, ZEHBRIRIE— M rcERSES
TR, ARHEET —Vocab (7%, Vocabulary) HKSLIFRICHMZES
Z BIRFHERRGT. TR,

from collections import defaultdict

class Vocab:
def __init__(self):
self.idx_to_token = list()

salf.token_to_idx = dict() #

def build(self, text, min_freq=1, reserved_tokens=None):

token_fregs = defaultdict(int) ¢
for sentence in text:
for token in sentence:
token_freqs[token] += 1

unig_tokens = ["<unk>"] + (reserved_tockens if reserved_tokens else [])



uniq_tokens += [token for token, freq in token_freqs.items() if freq
»= min_freq and token != "<unk>"]
return cls(uniq_tokens)

def __len__(self):

return len(self.idx_to_token)
def __getitem__(self, token):

return self.token_to_idx.get(token, self.unk)

daf convert_tokens_to_ids({self, tokens):

return [self[token] for token in tokemns]
def convert_ids_to_tokens(self, indices):

return [self.idx_to_token[index] for index in indices]

4.6.2 AEEE

WERBIXARRIS (2.17) NE/, EFERREFIHITH
SRIB S AIERT, F—a (BERRID) #EBAa—NMEE. BE., EEM
iaE=E (HFREmbed-ding) ——MEKMIRRRG A, Bidtorch. nng
R AYEmbedd ing BB AT SEI1ZINEE . BlJ3EEmbeddingX &R AT, FERM
MNESH, 77l&num_embeddings, BIIRIFRAIK/N; LAK
embedding_dim, BllEmbeddingEEIZEE . ARZTREIMAITIEERIF
AR KETEBNEY (BTIARMETThEERSFRIC T N I EEHD
ARET AN ZEE (embedding dim) HYSk=. T EBYGIFEA~.

»>>> embedding = nn.Embedding(8, 3) # }, Embeddin
>>> input = torch.temsor([[0, 1, 2, 1], [4, 6, 6, 7]], dtype=torch.long)

>>> output = embedding(input) #

>>> print(output) #

tensor([[[-0.3412, -0.6981, 0.9739],
[-0.0460, 0.8969, -0.2511],
[-0.1233, 0.8758, -0.6329],
[-0.0460, 0.8969, -0.25111],

[[ 1.0251, -0.8053, 0.12031,
[-0.6716, -0.2877, 0.61771,
[-0.6716, -0.2877, 0.86177],



[ 0.5442, 0.1562, -0.6847]]]1, grad_fn=<EmbeddingBackward>)
>>> print(output.shapa)

torch.Size([2, 4, 3])

4.6.3 BMANiE[EE R % ERMES

FEAN RN ABTEANSERAR[NEIUAN, HMAABER
ISR EE. MRMAANAE, BIEBFY] (RS 27 HiRRRE
TEFXARTEMRICR A THNNER) , ARIZERMIBFLZ
B, FEMNARAEERFAANERRFAEE

BE, — MFIbEBEESEZMIEE, BamiFellzkrA—
N ERAZEZHMANRBER ? —f AR En N EEFHER—P K/
JinxXdiEE, EdRdRREMIEENXRD. i, XEME—NE
R RANTNERSHRCEFRIFHMNE T THEx. flan, mRE—
MNEHIETEIEN—NMRE, WEIFHENMRCLERT T, R E
MRS EEELE TN, BABRBTNNERFTTETEARE, XH
EANEIE. EBAIESIES, FATLAFERES (Bag-0f-Words,
BOW) #&EAUEERIZO)RE. 1A RIEAIEH BRIERTFIIET, FNEEHSG T
ZRGF, MERFBEESEMERR—IEES. TRMAUUXRAREERE
WIB—NFHRHZAMEEE, WkEE . RSB REHEAESE. A
AEERE AR ERR 2 E RSB T

import torch

from torch import nn

from torch.on import fumctiomal as F

class MLP(nn.Module):

def __init__(self, vocab_size, embedding_dim, hidden_dim, num_class):

super (MLP, self).__init__()
self embedding = nn.Embedding(vocab_size, embedding dim)
self.linearl = nn.Linear(embedding dim, hidden_dim)
self.activate = F.relu

self.linear2 = nn.Linear(hidden_dim, num_class)

def forward(self, inputs):



embeddings = self.embedding(inputs)
embedding = embeddings.mean{dim=1)
hidden = self.activate(self.linearl(embedding))

outputs = self.linear2(hidden)

probs = F.log_softmax(outputs, dim=1)

return probs
mlp = MLP{vocab_size=8, embedding_dim=3, hidden_dim=5, num_class=2)
inputs = torch.temsor([[0, 1, 2, 1], [4, 6, 6, 7]1], dtype=torch.long)

outputs = mlp(inputs)
print {outputs)

RANBEER AT FIIRE TR —LAMEBAXHIE.

tensor ([[-0.8956, -0.5248],
[-0.8320, -0.5713]], grad_fn=<LogSoftmaxBackward>)

Bl4-17RR T BRRBEXWREER. BRERUR S ERMEIER
A (RBRTHEERE) .

MR ((cXe))

REE (oocoo0o0
h
RERE o0o0

HEER g g g g

BWMANE 1| Io &3 T4
K417 HmE B, BREBUR L ZERImBAEA

AT, AESKPRBRIESLEBESH, —MURBERANXXAKE
FERAEER, BEitTES EEmayE—aEE 2ilH— 1Kk EFEE
[EEFKFHE. PyTorchigih T —MERFEWBRAL R, H



EmbeddingBag/Z. £V Embedding-BagZlt, BHAEEBEINEKHNF
FHtEERE, REFEA—MREBEE (0ffsets) IEREFEIIRIICIE
NE. F=MF, BIE—MURPBEANFS, KES5HIR4,. 50 30
6, BFXLEKEEMHR—NIIFR, HEFEMAO (F—1MFIIHREE
2) , HWmWPIFRoffsets=[0, 4, 5, 3, 6], ARFEMIEF

torch. tensor (offsets [: —1]) $%kEFk=[0, 4, 5, 3], FEAZIESE
MiTcumsum (dim=0) 753 (2 , FEHAUK=EI[0, 4, 9, 12], X
FeRXBMNFIERMNENREEE. NTHRRENAKERG.

>>> inputl = torch.tensor([0, 1, 2, 1], dtype=torch.long)
>>> input2 = torch.temsor([2, 1, 3, 7, 5], dtype=torch.long)
»>>> input3 = torch.tensor([6, 4, 2], dtype=torch.long)
>>> inputd = torch.temnsor([1, 3, 4, 3, 5, 7], dtype=torch.long)
»>>> inputs = [inputl, input2, input3, inputd]
»>> offsets = [0] + [i.shape[0] for i in inputs]
»>> print(offsats)
[0, 4, 5, 3, €]
>>> offsets = torch.tensor(offsets[:-1]).cumsum(dim=0)
»>>> print{offsets)
tensor([ 0, 4, 9, 12])
»>> inputs = torch.cat(inputs)
>>> print(inputs)
tensor(f0, 1, 2, 1,2, 1, 3, T, 5, 6,4, 2, 1,3, 4, 3,5, T1)
>>> embeddingbag = nn.EmbeddingBag(num_embeddings=8, embedding dim=3)
>»> embeddings = embeddingbag(inputs, offsets)
»>> print(embeddings)
tensor([[ 0.6831, 0.7053, -0.5219],
[ 1.3229, 0.2250, -0.8824],
[-1.3862, -0.4153, -0.5707]1,
[ 1.3530, 0.1803, -0.7379]], grad_fn=<EmbeddingBagBackward>)

5 RS AR R AN — N RRRIER A B Z RN, AT
EHFUIT LA F IR TRR, EATIAIN-gran (n7TH) HIE—
D, SHRNTEERTIANEBIRFESR, IR hidn T HiRe
BiM, Eit n FEEAR (—AR28K3) o ZEL, FiN-gramfEHARE
SIS ARIER LR, HinE BT,

4. 6.4 AR

HARIENE— P ER R FUENBIEANEE S E H it 75
FIEFP, WEZANRRGNAYE, THEELTEIZENENS



Al FRCETETACIE I R AMRIEFS, ARBERIRRMS TR
WEMICMSREIENERS E. ik, A NLTK R EaFmmEE
STHHAE (sentence_polarity) {EARBI, BEMAFRBINT.

def load_sentence_polarity():
from nltk.corpus import sentence_polarity

vocab = Vocab.build(sentence_polarity.sents())

train_data = [(vocab.convert_tokens_to_ids(sentence), Q)
for sentence in sentence_polarity.sents(categories="pos')
[:400011 \
+ [(vocab.convert_tokens_to_ids(sentence), 1)

for sentence in sentence_polarity.sents(categories="neg')[:4000]]

test_data = [{vocab.convert_tokens_to_ids(sentence), 0}
for sentence in sentence_polarity.sents(categories='pos')
[4000:1] A\
+ [{vocab.convert_tokens_to_ids(sentence), 1)

for sentence in sentence_polarity.sents(categories='neg')[4000:1]

return train_data, test_data, vecab

BT A _E R EME IR K S EE &GPy TorchfE A, Eitt
PyTorchiZfft T DatalLoaderZt (#ftorch.utils.dataBl®d) . WL EIE
FIFRAZZERIX SR, BTLAFEIZRFNIR R BY B 75 (€ b SCIN BB BY R4+
WAL IEEFEINGE. 5N, FHT5EGE]Z— 1 DatalLoader X% .

from torch.utils.data import Dataloader
data_loader = DataLoader(
dataset,
batch_size=64,

collate_fn=collate_fn,

shuffle=True

LA ERFDIR M T NES 8, Hrhbatch_sizefshuffleiX SIEAR,



DRAE—SFERBNHDR (Mini-batch) BIXK/NAR BB THIEHIT
FEHLRAE; TS ¥ datasetHcol late_fnll| N Z2REM, TE D AHHIT
TEHBINT B

datasetZDatasetZIE (fEtorch.utils. dataBlHFEN) BI—XF
R, BTHEEHE, —BEERFEEFRHPEIEFIRE KR EDataset A
ME¥OW@@—¢%WH%ﬂ¥¥,E#®M%ﬁ§%§%oEWﬁ
BT,

class BowDataset(Dataset):
def __init__(self, data):

self.data = data
def __len__(self):

return len(self.data)
def __pgetitem__(self, i):

return self.datal[i]

col late_fnZ¥igE— 1R, HTH—MURRIHEARITITERE,
FHERAKES. EFERBENT.

def collate_fn(examples):

inputs = [torch.tensor(ex[0]) for ex in examples]

targets = turch;tenser([ex[lj for ex in examples], dtype=torch.long)
;ffaeta = [0] + [i.shape[0] for i in inputs]

;ffsats = torch.tansor(offsets[:-1]).cumsu;{dim=0)

inputs = torch.cat(inputs)

return inputs, offsets, targets

4.6.5 ZERRHMSFIREANNZSN



SRS B RANSAER, (F R SR BB TS SR .

¥ tgdm Pythont

from tqdm.aoto import tgdm

embedding_dim = 128
hidden_dim = 256
num_class = 2
batch_size = 32
num_epoch = &

train_data, test_data, vocab = load sentence_polarity()

train_dataset = BowDataset(train_data)

test_dataset = BowDataset(test_data)

train_data_loader = Dataloader(train_dataset, batch_size=batch_size,
collate_fn=collate_fn, shuffle=True)

test_data_loader = Dataloader(test_dataset, batch_size=l, collate_fn=
collate_fn, shuffle=False)

device = torch.device('cuda' if torch.cuda.is_available() else 'cpu')
model = MLP(len(vecab), embedding_dim, hidden_dim, num_class)

model.to(davice) # CPUSLGPU

nll_loss = nn.NLLLoss()
optimizer = optim.Adam{model.parameters(), lr=0.001) # Adan

model . train()
for epoch in range(num_epoch):
total_loss = 0
for batch in tqdm(train_data_loader, desc=f"Training Epoch {epoch}"}:
inputs, offsets, targets = [x.to(device) for x in batchl
log_probs = model(inputs, cffsets)
loss = nll_loss(log_probs, targets)
optimizer.zero_grad()
loss.backward()



optimizer.step()
total_loss += loss.item()

print(f"Loss: {total_loss:.2f}")

ace = 0
for batch in tgdm(test_data_loader, desc=f"Testing"):
inputs, offsets, targets = [x.to(device) for x in batch]
with torch.no_grad(}:
output = model(inputs, offsets)
acc += (output.argmax(dim=1) == targets).sum().item()

print(f"Acc: {acc / len(test_data_loader):.2f}")

4.6.6 ZTEHRMEMBRYIBRT R

LAEFA. 6. BN ANARERRTIARN, REETIARITE
MiEE, MANTIERS, MAT “BRSWRMEE” , AR
EEINATA “BR —A, WRTAESERINTEN . MERMER
SATLURIUAMEIES, MSETRIOANEE K2, MBS
i “TER %2, ERSHTRABBMMNANELEE, SRHE
?%ﬁﬁ%ﬁﬁﬂﬁ%%@ﬂ%%iﬂ—ﬁ,Tﬁﬂﬁﬂ¢%$ﬁz%
1R

BEARKREARE, FEZEMnn. ModuleZ&jRE—/NONNTF2E,

class CNN(nn.Module):
def __init__(self, vocab_size, embedding dim, filter_size, num_filter,
num_class):
super (CNN, self).__init__()
self .embedding = nn.Embedding(vocab_size, embedding_dim)
self.convld = nn.Convld(embedding dim, num_filter, filter_size,
padding=1) # padding=1
self.activate = F.relu

self.linear = nn.Linear(num_filter, num_class)

def forward(self, inputs):
embedding = self.embedding(inputs)
convolution = self.activate(self.convid{embedding.permute(0, 2, 1)))
pooling = F.max_poclid(convolution, kernel_size=convolutiocn.shape[2])

outputs = self.linear(pooling.squeeze(dim=2))



log_probs = F.log_softmax(outputs, dim=1)

return log_probs

ERARERMEMER, TEZRERNIINVESH, 73H
filter_size=3 (HBFZBIK/) Fnum_filter=100 (HEFHRZAIN
B .

HEN, BAREERYOFERIT-LIZK
from torch.mn.utils.rnn import pad_sequence

def collate_fn(examples):
inputs = [torch.tensor(ex[0]) for ex in examples]
targets = torch.tensor([ex[1] for ex in examples], dtype=torch.long)

inputs = pad_sequence(inputs, batch_first=True)

return inputs, targets

KA, pad_sequence R ESLINANFT (Padding) Ihge, £15—
Mibx *é%ﬁﬂkfﬁﬂ(ﬂ?kkfﬁﬂ) T BHIBRIAE RN

3%

BRTULEARLARE, EMRESZERMSFASSILFE— ﬁ ==}l
AR, MEXLYW—PETHERNERTRES, REEEN—
nn. Modu l eZERYF 2, FHIEKEIEEIEEE (collate_fn) BEIA], Xt
{FAPyTorchZFERE F SJHEZRBIME .

4.6.7 ZTRMHEMBRYIBRT R

4.6.3 T ARARIEET 2 T XAFRNINFES, BT
mANaF “SK=FTZFM” F “FOITK=" , EMNHRTETEERE
B, BERXHAEIE. TBIHEMEEEREE N FIIBIRIAITR
Ro ATILUKEERNICIZ (LSTM) PRL&AMH, Fr4RanfalfsE AR M 4.
REBERIGRET KO, Hep, XEBoRBSRIEASSH—H, TEX
X EL R AN E] 2 AL AN LA A

B9, FEMnn ModuleZERE —LSTMFE,



from torch.nn.utils.rnn import pack_padded_sequence

class LSTM(nn.Module):
def __init__(self, vocab_size, embedding dim, hidden_dim, num_class):
super (LSTM, self).__init__()
self.embeddings = nn.Embedding(vocab_size, embedding_dim)
self.lstm = nn.L3TM(embedding dim, hidden_dim, batch_first=True)
self.output = nn.Linear(hidden_dim, num_class)

def forward(self, inputs, lengths):
embeddings = self.embeddings(inputs)

x_pack = pack_padded_sequence(embeddings, lengths, batch_first=True,
enforce_sorted=False)

hidden, (hn, cn} = self.lstm(x_pack)

outputs = self.output(hn[-1])

log_probs = F.log_softmax(outputs, dim=-1)

return log_probs

K, KREPHAEEHMNEDTERHEN AL, R
pack_padded_ sequence R B FTEE 457! AA ,snyJ.,E’JIJJﬁ‘é%%zﬁﬁééi‘I
#HSFH—NMMDRFEFITER—1NFS, ESENREFTIKE Fi#
«?’j‘:lengths':F'o ZITBFYEE B sel f. |stmXWREFZIFA .

AN EEANERHREEIER Y, EFRBEUT.

from torch.nn.utils.rnn import pad_sequence

def collate_fn(examples):
lengths = torch.tensor([len(ex[0]) for ex in examples])
inputs = [torch.tensor(ex[0]) for ex in examples]

targets = torch.tensor([ex[1] for ex in examples], dtype=torch.long)

inputs = pad_sequence(inputs, batch_first=True)
raturn inputs, lengths, targets

AEREH, lengths HTHFEENFIINKE. FRibzsh, H
B5 % RN ETAML ﬂ%%%ﬂﬂ? H

4.6.8 EFTransformer B[R



E T Transformer LI FRADT LS FEHALSIMBEIEE RN, TEE—
WG, BIEEE X TransformertRBY, BARKEBAIT,

class Transformer(nn.Module):
def __init__(self, vocab_size, embedding dim, hidden_dim, num_class,
dim_feedforward=512, num_head=2, num_layers=2, dropout=0.1,
max_len=128, activation: str = "relu"):
super (Transformer, self).__init__()
self.embedding _dim = embedding dim

self .embeddings = nn.Embedding(vocab_size, embedding_dim) #
self.position_embedding = PositionalEncoding(embedding dim, dropout,

max_len) #

nsformerEncoder
encoder_layer = nn.TransformerEncoderLayer(hidden_dim, num_head,
dim_feedforward, dropout, activation)

self .transformer = nn.TransformerEncoder(encoder_layer, num_layers}

self.output = nn.Linear(hidden_dim, num_class)

def forward(self, inputs, lengths):
inputs = torch.transpose(inputs, 0, 1)

hidden_states = self.embeddings(inputs)
hidden_states = self.position_embedding(hidden_states)

attention_mask = length_to_mask(lengths) == False

hidden_states = self.transformer(hidden_states, src_key_padding mask=
attention_mask)
hidden_states = hidden_states[0, :, :]

output = self.output(hidden_states)
log_probs = F.log_softmax(output, dim=1)

return log_probs

RIS H, length_to maskB#LLiRx#E, HEFARREH TS
NFFHEE MaskEERE, DUEBKEARA—HFS, ZBEIEELIE
RFFIBY L ER S . REY, =2 TransformerEncoder i F BR L FT =AY
src_key padding mask&# . BE{EARBAOT.



def length_to_mask(lengths):

max_len = torch.max(lengths)
mask = torch.arange(max_len).expand(lengths.shape[0], max_len) < lengths.
unsqueeze (1)

return mask

g, BFsrc_key padding maskZHIEEF 5 length_to_maskif
S BNERER (EBFENED ATrue) , EEEERNKR, B
length_to mask (lengths) ==False.,

B8, HAMEB THALEXRAS (Position Encodings) , FRLAREE
BITSEW. HREATLUFERMAE#RN (Position Embeddings) , X#E
HEEAR PyTorch E{#HInn. EmbeddingZRIA] . [ E4mALSERISLINS
(1

class PositionalEncoding(nn.Module):
def __init__(self, d_model, dropout=0.1, max_len=512):

super (PositionalEncoding, self).__init__()

pe = torch.zeros(max_len, d_model)

position = torch.arange(0, max_len, dtype=torch.flocat).unsqueeze(1)

div_term = torch.exp(torch.arange(0, d_model, 2).float(} * (-math.log
(10000.0) / d_model})

pel:, 0::2] = torch.sin(position * div_term) #

pel:, 1::2] = torch.cos(position * div_term) #

pe = pe.unsqueeze(0).transpose(0, 1)

salf.register_buffer('pe', pe) #

def forward(self, x):
x = x + self.pel:x.8ize(0), :] #

return x



4.7 TA)TERRIE SRR

AN RMAERANE T EBNRESF SRE, SSH—MAMRER
5, ZRGHUAIUT REME M FIIREES.

4.7.1 BT aIIEHELMEREHEFRFE

BRMEWAER 2 ERASSSINAMNRE. SRS LM, 7
LU R AR EE S BIRZ KR AR 7 2Kel, BEE friaay T30k
AN, BrrEgyiEatEamtiEal. BT ETX—RAEKRK (kk
BiriA B &5, ErRIAARSR—s/EME) , mH ETXXHaiEpmt
ALE X T Birialavia | Bt b X (an—-Mal7E BAmiar A T2
AMPWEXHRERD , Fitt—fg E T anaEEdiTiiz, Wms
FRRHIZZAVAN . XIFFANMIEETEND (Window) HIFFE.

S5ZEBHEFRM, AT BIM—FRIREHZMLE, BERMEN
ELIAMEARE. SZERHRAENE, AUEAESRHEZMEISE
K E T3 ITR T

MRIBAE R, PIRETSREEMESIIR R RBE XA 7R
[ElRE (9A4. 65N ERYIER T Kief) HSKILEMEER, RERHIELE
HAEARE, FALFELEAEER, EETBITEH.

4.7.2 BETEIIHEZEMERTIEERRE

ETZBERRAZEFZAEM AR TR R R BA R E T SXERRE A
A, METFTEFIBEMERBETTUFEREKN LT, BtEEERF
FIFRERER . AL ANLTKIZEERIE MBI EE (Penn Treebank) #E{5I¥#E
Jaf5l, B an{al{E FLSTMEIR 22 &1 TR MR E

B ME RN EREMEAREERE, KBAT.



def load_treebank():
from nltk.corpus import treebank

sents, postags = zip(*(zip(#sent) for sent in treebank.tagged_sents()))

vocab = Vocab.build(sents, reserved_tokens=["<pad>"])

tag_vocab = Vocab.build(postags)

train_data = [(vocab.convert_tokens_to_ids(sentence), tag_vocab.

convert_tokens_to_ids(tags)) for sentence, tags in zip(sents[:3000],
postags[:3000])]

test_data = [(vocab.convert_tokens_to_ids(sentence), tag_vocab.
convert_tokens_to_ids(tags)) for sentence, tags in zip{(sents[3000:],
postags [3000:1)]

return train_data, test_data, vocab, tag _vocab

RIE, ATLUEIE I Tnum class=len (pos_vocab) 3*%5ZEHI%, BD
MR ZERI N ETRIEEFEEE Kol late_fniR#.

def collate_fn(examples):
lengths = torch.tensor([len(ex[0]) for ex in examples])
inputs = [torch.tensor(ex[0]) for ex in examples]

targets = [torch.tensor(ex[1]) for ex in examples]

inputs = pad_sequence(inputs, batch_first=True, padding_value=vocab["<pad>
"]2

targets = pad_sequence(targets, batch_first=True, padding value=vocab["<
pad>"])

return inputs, lengths, targets, inputs != vocab["<pad>"]

RETABEREXAET RPN —E, FRTIATREFERIRERNA



class LSTM(nn.Module):

def __init__{(self, vocab_size, embedding dim, hidden_dim, num_class):

super(LSTM, =alf).__init__()

self .embeddings = nn.Embedding(vocab_size, embedding_dim)
self.lstm = nn.L3TM(embedding dim, hidden_dim, batch_first=True)
self.output = nn.Linear(hidden_dim, num_class)

def forward(self, inputs, lengths):

embeddings = self.embeddings(inputs)

x_pack = pack_padded_sequenca(emheddings, lengths, batch_first=True,
enforce_sorted=False)

hidden, (hn, cn) = self.lstm(x_pack)

hidden, _ = pad_packed_sequence(hidden, batch_first=True)

outputs = self.output(hidden)
log_probs = F.log_softmax{outputs, dim=-1}

return log_probs

&fE, EINEMERFFNMEL, TEEAmask RIRIEN AT B AIFR
IEKRISk. MIEMRTUNLGER AR SBIFRISTT . H]
loss=nl|_loss (log _probs[mask], targets[mask]) ,
acct+= (output. argmax (dim=—1) ==targets)
[mask].sum () .item () FAtotal+=mask.sum () .item () ,

4.7.3 ETFTransformer 81815 %53F

HE T Transformer LI MFREHEH TG E T Transformer SLINRY|F
B X S5ET LSTM LIpYiaFr B E. EHH, collate_fn R#
5 LSTM 1a)1¢4r; ¥ 89%H[E] . Transformer EBISEINES Transformer
1FRRSLEE KR, REEforwardiRE P EEZRFIPEFNMAIT N
RS EHITEME, MARE I TWARNRESE (KRENFTD .
B Mg T



def forward(self, inputs, lengths):

inputs = torch.transpose(inputs, 0, 1)

hidden_states = self.embeddings(inputs)

hidden_states = self.position_embedding(hidden_states)

attention_mask = length_to_mask(lengths) == False

hidden_states = self.transformer(hidden_states, src_key_padding mask=
attention_mask).transpose(0, 1) # :

logits = self.output(hidden_states)

log_probs = F.log_softmax(logits, dim=-1)
return log_probs

4.8 INgh

AEFENFBTUFHAEBREESLIBETERANMHARMEEE, G
ZERHRIER, ERHENE. BIFHEMNERMEATransformer X
RHGEE SRR, HAH T EBHERERPyTorchi AR, BAREEZ
5, EREMNSETBEARRZ—HR, FEAENDBT HE—HIREE)
Zidtz. &F, WIS XMEAMFRERNERFENES O, N8B
T XA EMFIFRERLE RSSO IBH B EMTESS, HiFMiRART
NEERA BT E T B UFHREFRX RIS . B 7T ARAENBRIEME
W, IEEFA R —LEE RN BRIESAIRES, BERNMFHE—LIE
SRGHERRE, TEEFARBREEDFEENDBHOTINZGIRE,

Sk
_ 1
4.1 WRiERASigmoidF% ¥ T Tre— WSHAY =y (1-y) .
4.2 X (4-5) h, WAERz TA, S BUER L M@ ?

4.3 ZEER (4-11) HEY RelU BUEERH, ZZERMBESR
T REALIEF @) ? AftAa?

4.4 FEIFEFAERHIMER, AR ERSEKE R TERZ
FE B[] ?

4.5 B MENED, ZFITZIHEENENIEBRANGRR?
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o



4.6 AAIBRIBEKBIK R, RIGATEAHENESKIERIZIZ
2% (LSTM) FEALHI_ E/MARRAIX A ?

4.7 fETransformersh, {FRBITAERIFEE R HLBMERS?
Iz B R R?

4.8 EPRZITAELIRIFR ST LKA IHT\EII‘EHEEH’\JREEB, FXTEE &
MIRBEIRERRR, RESNERAZHAARRS MR ERZR.

[1] Pifmeyiz 5 AN EMBREREFI LB,

[2] RRA AL R EAEFIRAREE, BAZLIBART T AT
WA TRABE (FHKD) KL THE (KT F) A Rk 52k
(o



| %5%
RRS IR E TR 2

MARNBFEUARESE EREIER B RES LIERRE TX
ANBEBREFIES, EERGEIFINTIREHBEBNXARF S
Hil. AERNB/LMHFHSIARENTNGRAR, TEGFEETIESR
RMETREMAL T X, RAAANARIFEXAPBEL B REF SR
ELERIR R AR X R, FietERRENEFAESIH.

5.1 HZNZIES1EEY

5.1.1 Bk

KE22APBNETEESRBEPWERE R, UKRFHBPETEHAT
SRREINTIBEEE! (N-gram Language Model) . NIBSEREMNAE
KE, NTIEERAEFEEREMNS. Bk, RERXSZAEIEFRN
20, —REEMERHITEBAIE; X, TEMKEBENHLET
ARF KR RIFITIENE ., HEMKZIZESEE! (Neural Network Language
Mode|) #E—EEE 7Bk TiXLEf., —F@E, BESIANRNSHR
=r, UEiRIAEEE (2.1.37) , KKXER T HIERRTS R ;
S—FHH, FAELHNHEWNEERIEN NEIRHZRMLE.,
Transformer3) , AJLAXTKEES T )RS ITAEHIEIR .

[EE X LR FREFE, M EEEERBEESAKRE M ATIREHE
s, HENRIESHERLIFELERANTIESESR, RAMKRBER
BESEGREENREMEARZ—; F, WEABES L IHNERIE
S NG ARBZ D .. KON EERNEIREZMEES BN %,
N BN RIS TARE AR IR L TEaSiAmE NG, RE,
NAETEIFBENENIESIRE, BUSINEFENKESHEE



B, E—PRAFFSIEEENRREN.

5.1.2 N ES

BE—ENAR ww,* + - w, BEERENERTIZERERE L
T3 T —BZIB IR TN, B E SR, (v ww, = - -
W) o ATHEIBSEE, ATUIBEZHXALURRALNIREEESD
ﬁﬂél‘ﬂﬂfﬁ», E’iﬁﬁ)\%)ﬁiiﬂf?ﬂmwz T Wi (&iﬂﬂfm t—1) ’ Eﬁﬁlj
B AEREw .. AEFA UM IR AER P RIIGHIESE, H
BEMZEIRE LRk (ANAZ X EFinske sy st #lsR ik, I
4.5%5) FRBHFHITIEG. ATHEESKBRIERS, FHiXHES]
FRABHEIRAB S ESS] (Self-supervised Learning) o

AT EANEAIIN AR, gXAElEE— N a2 e
BRSKENFAEIRFY ERHEN) ? —PEUNEERERRRR
~, BRXMERRIAANZEE TIHNINFER, BEXFEENEESR.
AN BaITERHZENEZIES 12T (Feed—forward Neural Network
Language Model) DARTBEIAHEZEMNEZIESIEE! (Recurrent Neural
Network Language Model, RNNLM) , 43Rl MEHEFIEEH) A E #RAIX
—[B]&k .

1. BIRRE MBS IRE

BIEMZMEIE SR U THRENTIES BRI P T /R AT LR
1% (Markov Assumption) ——Xf ~F—"MaIFN R 5RHEF 5L n
-1/MafEx. NERXLE:

Plwg|wyi—1) = P(wt|"'b'f—n+1-.t—1) (5-1

Eltt, HERMATR T KEAn-THERIEFI Wy, 11, RE
HIES WA AT ZABERP  (wy (W, o) HEITHETT

AR ZMERAANE. WREER. REEMEHEMR. EriR
MEMZESRED, AREEE XM EKAn- 1897 L15F T,
e - A THRED, REMARTA—NMIENSH=E, BHEEE;
R, REEMAEERTITAMTR, FHIERRERYSIARZL TR



5; &fE, MERRBREEMETHRERES EEERS EiRRTE, BB
Softmax R # 1S 2| 1R LRV — LR 5%, EIS-1FR.

%)\E Wi—n+1 Wy—_o Wi—1

B5-1 AThAY 2 M 25 5 BRA R ER

(1) MAE. EEHFMANERHBIRZItEI A EIRFTIW . 11
Mk, FEAERNTSRR. EEAESSIA, BERTLUER SR/
#4mf5 (One-Hot Encoding) , WAL EEFERATMIEIRRPIMLE
T ¥R

(2) ABEE. AEERFANEFOSNDS AR E—ME
4, WEOSEHEOE. AEEEETUBRE—NERE (Look-
wp Table) , HEVABIEMTE, LHSRBRORTIAELERRE
X} 2 B 1 2 RS AR

®= [Ty, i Pws Vi (5-2)

seh, Uw € R'sxmumagiame <V Vams |
z € ROV o B IR A A B RIE R, BN
memER E € RV o BREh Susimmsae, ik
T HE Swh D e, 2 (81 AR

(3) BAR. BRNESRMINERGEHTEETRERE. &
whide RTOTUE e ) RRIBE S R > HIE M TR,
B ER JREW, nhREREE. BERAUETR:



h = f(W"g + b™) (3-3)

A, FRAERE. EHANAEEHBSignoid, tanhFlReLUT,
SEFIENNAR,

(4) Wt E. ZEAHRE R, HFIASoftmax K%

HITA—1k, ATIRERRVEENMERS . & W ERVT 4
4 R R 2 EAA M TSR, MR AR BTN, MBRT
R E

y = Softmax(W™'h + b™) (5-4)

LZERTE, BIRHEMEIESRANBEBHSHE S AREREE,
HEEESREEZEMNRVELER WIRHmED b, REES5H
= Z BRI EFERENC SR E b, AT :

e:{E Whid1 bhid1 Wout1 bout}

VIA+m+d) 0 (s (n=1) d) . EFnfadSEs, FRLl, SR
EESBMERAEANZEMEK, AnfEkHleBZBNS%
HEE. BN, EEBRERE (28 REEFINFETIKE-1 2185
WA BB T & T

ERNIGSERE, EHENSTI4EE ESARE.
2. IR A FIEIE S R

AREMENZIESER G, X T—MIANTNFEERE Z KA
SETHBSHNREN. BEE, FRINATFXAEKENHEFEREE
Y. Blan, XFaF “fM EX iz ER , R\ 27 S5HEN
t, TEZCHRGRAMERZE—MEY. Fit, AFEZEEFERR
SERES T . MM THEMRBAERNAT, W “tb B8 7, T2 T
M zE = 7 ER, WEZEBRIBKWASE ( “BRE” ) FTRESE
He T S B AR “BERR .



B HZ GBS ER O FE R T A MR EKRBmIg T —
MIESRE, EINHEMNE SR RAIEFFNEIERN—HEREMNE (4.3
) , MBARAESEFHEXMFINEHMER. BEIMRENEIESERE
P —RZIEEIF— R SRE, ZRSES THANAMMBREE
2, B5HaN—EMIEAT—ITZIAV N . X ANFERTZIZE 14 AN i 5
HEIRR SIRAS M FREICIZ (Memory) o

BlI5-2f& R T R M &IE S R BN E R L)

mhE wy

BaR - - 4|_I—|J_\
AR |:'] LTJ Lr[

BAR wy . Wi—2 Wi

B 5-2 JEIRAP 2 M kB2 AR MK A4

(1) WINE. SRIRHENEESHEERE, BT RETNHZIR
THEETXHKE, FrLAtETANE BT E A Li1RFFI,
Bllwy, 10

(2) AEER. SANRMENEIESHEELRMN, MANERFIE
FHIEEEERS EHENRARIERT. PBa, ERRIFEMAGERE
AI— A, 1Rl B & DL R t— 1 BRI RR 2R 73S h BB . Dwo AR T
fatric (A “<bos>” ) , hyAVIIRREZEMEE (FEHEE) |,
T B 2 RSN BT AR 7R 9 -

Ty = [U-m,,l;ht,_l] (575)

(3) lREE. BREENTESRIRHEMEESRE LN, Bk
M 5 RS R B AR o

h; = tanh(W"4g, + p"d) (5-6)

hid mx (d+m) phid m ) .
st W e R B € R™ | yniaspp | i an sy # gk,



) mXxd mxXm
Eownic=[y; v], U ER™ .V ER™M™ poa Vu |y Spas

EZEHBERERE. AT FIEFHEMERIEAEE, ERERNER
HAREXSIF:

hy = tanh(Uw,, , + Vhi_1 + bhid) (5-7)
(4) wHE. &&, EndETEtRZER RS
vy, = Softmax(W*h, + b™) (5-8)

'J_:tEF', Wout ]R|V|><mo

U ERRESAHEMEHEANEN, HFEIBHAE, NZEMES
GEMEREL (Vanishing gradient) siE+EEEME (Exploding
gradient) WIXIBE. AT RXTIX—E)E, LIRTHMIERERE R E%LE
R FERIgE #1178 (Truncated Back—propagation Through
Time) , MM{EESEREEBSEBRMIIZG, BEE25tER, HWREET
BRI TFKESKBERE . XMHEUE—EIFER2015F8E4E, <
E?&ﬁgﬂﬁﬂ%ﬂE’\J?JEH\W%W%, W EERTICIZMgE (LSTM) (4.3
BE °

5.1.3 f=HISCIR
| RS

AEIZ FERANLTKP IR AIReuter sIBRIEE, 1ZIBRIEM 2T
KIS, EHFES10788FHMEAENHE, BREXHEAEFGI M HZ AL
. XEZBEBEBFHXALFESR, MREAEFHOCAREIEHITIA
EEMIIZ%. BTEESEREMIIGEIZEFEES| N—LHRERIFRIC,
Flana Erric. AERRE, UREHERLXR (Batch) BTA TN RS
KERFRIE (Padding token) %, At BEEAEXUTEE:

BOS_TOKEN = "<bos>"
EOS_TOKEN = "<eps>"
PAD_TOKEN = "<pad>" #



RfE, MEFReutersIBRIEHMBHIRS, RNELIER, XEFE
EHEIE45/Vocab 2,
def load_reuters():
from nltk.corpus import reuters
text = reuters.sents()
text = [[word.lower() for word in sentence] for sentence in text]

vocab = Vocab.build(text, reserved_tokens=[PAD_TOKEN, BOS_TOKEN, EO0S_TOKEN
1)

corpus = [vocab.convert_tokens_to_ids(sentence) for sentence in text]

return COrpus, vocab

TR, Wo7Hles dpiRte M eE 5 R E SR E M5 S i
BEJPy-Torch L. AEMARBEFSLIMEFIZIE “BIFHRE)IZ%
BR” WIEZRALR.

2. BRI 4RIE S 1REY
(1) BiE. &, QERMRMENKZESRERNBIELIER

NGramDataset. IZLEIF LM BIIRHMAMKIESIRAM)IGHIERESEF
EHIhgE. EARBET,



Dataset

class NGramDataset(Dataset):

def __init__(self, corpus, vocab, context_size=2):

def

def

def

salf.data = []
self .bos = vocab[BOS_TOKEN] #
self.eos = vocab[EDOS_TOKEN] «

for sentence in tqdm(corpus, desc="Dataset Construction"):
sentence = [self.bos] + sentence + [self.eos]

if len(sentence) < context_size:

continue

for i in range{context_size, len(sentence)):
context = sentence[i-context_size:i]

target = sentencel[i]

8t target)

self.data.append((context, target))

__len__(self):
return len(self.data)

—-getitem__(self, i):
return self.datalil

collate_fn(self, examples):

. PyTorch

inputs = torch.tensor([ex[0] for ex in examples], dtype=torch.long)
targets = torch.tensor([ex[1] for ex in examples], dtype=torch.long)

return (inputs, targets)

(2) #RA, EFETER, QIEATRHEMNEIESIRRL
FeedForwardNNLM, #REISHFEGSiRE=E. HIAEEEEES
B, HERSEBIMEEMNZMETHSE. EAFRBUT.



class FeedForwardNNLM(nn.Module) :
def __init__(self, vocab_size, embedding dim, context_size, hidden_dim):
super (FeedForwardNNLM, self).__init__()

self .embeddings = nn.Embedding(vocab_size, embedding_dim)
self.linearl = nn.Linear(context_size * embedding_dim, hidden_dim)

self.linear? = nn.Linear(hidden_dim, vocab_size)

self.activate = F.relu

def forward(self, inputs):

embeds = self.embeddings(inputs).view((inputs.shapa[0], -1))
hidden = self.activate(self.linearl(embeds))
self.linear2(hidden)

output

i £ i PyTorch log _softmax:

log_probs = F.log_softmax{output, dim=1)

raturn log_probs

(3) Y. EHIRSHAMMETRE, TLHERZTIIE,
FEEVIGERS S BB . AT,

embedding dim = 128 #
hidden_dim = 256
batch_size=1024 i
context_size=3
num_epoch = 10
FFNNLM £ (N-grams
corpus, vocab = load_reuters()
dataset = NGramDataset (corpus, vocab, context_size)

data_loader = get_loader(dataset, batch_size)



nll_less = nn.NLLLoss()

model = FeedForwardNNLM(len(vocab), embedding dim, context_size, hidden_dim)
model .to{device)

optimizer = optim.Adam(model.parameters(), 1lr=0.001)

model.train()
total_losses = []
for epoch in range(num_epoch) :
total _leoss = 0
for batch in tqdm(data_loader, desc=f"Training Epoch {epoch}"):
inputs, targets = [x.to(device) for x in batch]
optimizer.zero_grad()
log_probs = model(inputs)
loss = nll_loss(log_probs, targets)
loss.backward()
optimizer.step()
total_loss += loss.item()
print(f"Loss: {total_loss:.2f}"}
total_losses.append(total_loss)

save_pretrained{vocab, model.embeddings.weight.data, "ffnnlm.vec")

Hrh, save pretrainediB# TR F1AZFRLULIIZEEIRY18)[0]

=
Eo

def save_pretrained(vocab, embeds, save_path):

with open(save_path, "w") as writer:

writer.write(f"{embeds.shape[0]} {embeds.shape[1]}\n")
for idx, token in enumerate(vocab.idx_to_token):

vee = " " join([f"{x}" for x in embeds[idx]])

writer.write(f"{token} {vec}\n")

HERIARERBIR R RFIRZk, ES5-3FR. AILEE, 18
AFEINGE LA EEREXIE MM/ . EEITENZ,
HATIIGRBERERBIAEEMARESREARE, PRUE L)IZGE
=R, HAE %W‘Eilﬁlﬂlﬂl\ﬂ&k,w (RKIFIETEE) 1EAINGELLESF
. ASSPBRNAY, ATRBIINZEERRERX, EBEIMESELER



—ERXRBzfE, BAUREREBFRIEEE,
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1IEY
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VIR
K5-3 I 4RiEAZ P AR R AR R 69 T AL &

3. (EIR R RS & 4R

(1) #HIFE. F—FTNMARCEBBIFAHEMBZES ER A BIEL
RnnimDataset, SEINIZEIEMESEFR. XEFERFIIFTUNRAG R
MEINGHAR. BiER, STFaFww, - - - w, BEIRHZIEHIEN
FoA<bos>ww, = - - w,, WEFFTAww, - - - w<eos>., 5
ETEK ETXHENREEMEZIES EE ARG, RNNLMEYINFSIHCE
ST HR, ELtEMELDRE, FSESHORAERFHITHGT, FEH
KE—H. XEFEMHPyTorchEERpad_sequence R # XS A~ iE K HIF 513t
ITEIMEHEEERTR, BEKBUT.

class RnnlmDataset(Dataset):
def __init__(self, corpus, wvocab):
self.data = []
self.bos = vocab[BOS_TOKEN]
self.eos = vocab[E0S_TOKEN]
self.pad = vocab[PAD_TOKEN]

for sentence in tqgdm{corpus, desc="Dataset Construction"):
input = [self.bos] + sentence

target = sentence + [self.eos]

self.data.append({input, target))

def __len__(self):



return len(self.data)

def __getitem__(self, i):
return self.datalil

def collate_fn(self, examples):

inputs = [torch.tensor(ex[0]) for ex in examples]
targets = [torch.tensor(ex[1]) for ex in examples]

inputs = pad_sequence(inputs, batch_first=True, padding_value=self.pad
targets = pad_sequence(targets,batch_first=True,padding value=self.pad

return (inputs, targets)

(2) RE, Q)EBITIMENEIESIEEZERNNLM, BIFHREZE W LEIE
SRATEASREER. BIFHALME OXBFEHALSTM) fimtZE.
BRI,

class RNNLM(nn.Module):
def __init__(self, vocab_size, embedding dim, hidden_dim):
super (RNNLM, self).__init__()
self .embeddings = nn.Embedding(vocab_size, embedding_dim)
self.ron = nn.LSTM(embedding_dim, hidden_dim, batch_first=True)

self .output = nn.Linear(hidden_dim, vocab_size)

def forward(self, inputs):
embeds = self.embeddings(inputs)

hidden,
output = self.output(hidden)

= gelf.ron(embeds)

log_probs = F.log_softmax(output, dim=2)
return log_probs

(3) k. BREF)IZGHIESEIRHENEES R R)IZGEK
—H. ATMABEFFITEERAC, FEr LAAE R AEEHLR K
(batch_size) »

corpus, vocab = load_reuters()



dataset = AnnlmDataset(corpus, vocab)
data_loader = get_loader(dataset, batch_size)

nll less = nn.NLLLoss(ignore_index=dataset.pad)

model = RNNLM(len(vocab), embedding dim, hidden_dim)
model.to(device)

optimizer = optim.Adam(model.parameters(), 1r=0.001)

model . train()

for epoch in range(num_epoch):
total_loss = 0
for batch in tqdm(data_loader, desc=f"Training Epoch {epoch}"):
inputs, targets = [x.to(device) for x in batch]
optimizer.zero_grad()
log_probs = model(inputs)

loss = nll_loss(log_probs.view(-1, log_probs.shape[-1]), targets.view
(-1))

loss backward()

optimizer.step()

total_loss += loss.item()

print (f"Loss: {total_loss:.2f}")

save_pretrained(vocab, model.embeddings.weight.data, "rnnlm.vec")

5.2 Word2vecin][oj=

5.2.1 ¥k

MREIEFEINAERE, ETHAEMNEZIESEENTIIERERF
E—1MEHERE S, BIHXtEZNR#HITHUNE, R RFA T HEIE
FYMERMIAN, MILTE “KRK’ ETXZEHEIERE. KTEN
F—RINGNEE S, FTiAsEHFEREAEE=EFIZRE Word2vec
(6] H 1 3ECBOW (Continuous Bag—of-Words) &% PL K Skip—gramis
B, XA NMEE HTomas MikolovEAT2013FRE, ENABRE™E
BEXFHEERE, E2ETRS5ihEcEpEIEREIEEEE
3. HENBFFIREI Eword2vect BAESAIBFEARFZAM T T 26
-




1. CBOWFEHY
BE—ESCAR, CBOWHRZLRIE A B ERIE LTt BFriai#iTm

Mo G, F3A - - - G2 Wt LWt Wz L cowig
AMESERE—EEOX/DAMETXC, GEEREOXNAS, Nc=
{Wt—Z’ Wic1s Wiy Wt+2}) S(TftHTfZUE"JiﬂwtiﬁﬁfﬁiﬂUo '—3@2%]@2%1%
SIREA[E, CBOWRBEAEE LT PR EREINF, FHitiRE
FIA KRR ER— “iR%” miEFS, XtEREEH

A “Continuous Bag—of-Words” BHIRE. B2, XHAEREMNES
BETHL. HEMARUIKRE, MABEMIEEEZ ERENAESE
EEEMEXPBERESIEES (WnEEmmE. IKEaEs ) ERI
B, XERINEEARERNHITNE.

CBOWIR B! AT LUR TR X EI5-4F 7R BV AT IR E 48 4540 . 5 —RRAVAT
IR fEEL, CBOWIREIARR & B R 2T REE B B EIaY i
1€, MIRBLMTHEIARIELMHIERETE. L, WRTELIA ACBOWER
AERERSERN, Xt 2CBoWERE ASSINEENETERE.

Wi we

EEEE

T wa 1

LD Wiz W1
K 5-4 CBOWEEA! T &

(1) WANE. UKPNASHETXEORSG, EEFEwZHEE

LMUENERIOIN. AR MEE AR ME e
E1430

(2) ARER. HARTE MR RS
E € R gy mimmgesia.

UV, = Eew; (5-9)



w, Xf R iRl R & BN A e FEER B AL E RV E, ENJ9mErEiAE
ERRIEERERR. SC=we, = 0ty Wy Wy, 7t
Wend "W Y E T XRIFIE S, XMC,HAFIRREENTE, BSE Tw,
A £ T3 5R 7R

1
Ve, = 57 E Vi (5-10)
|Ct| weCy

(3) WwHE. WL ERE LT XRRXS BARRETIN (9
) , SHNRHEMZESRAEEARA—H, B—HNARETERT&M

THIRET. & £ e RV s s o i 2 aokases, 2
Vv S9E7 chiSw SRIHOITIE, ABAM i, AR A R o5

exp(vg, - v.,)
Plw|Cy) = :
(U- 1| i') Eu:f&"&’ EXp(’UC’ % 'l?_:“,)

FECBOWIE ARy &8 ch, 4BREERIE’ IAMEAIARELEME, E115 5!
a7 iR AEE e M £ TS BiREAR A EM R, AESEFR
b, BERMAERESBENATK, BEERLEESS, MWmERT
HERFEIRNEER SIS EFRIRIN.

(5-11)

2. Skip—gramfz#Y

pRSEIREMEBF IRBEAR EHRAZEMNIRSHEH T2 EaYEk
%, CBOWREEA _ETXEAFIRMEESIEAFHMmMATUN B FxiF,
EHP (Wt|Ct> y :/E\:I:Flct:{wt—ks TR Ty Wigy Wiy, T Ty
Wiyt o MSkip—gramiERIFE L E Az FET#H—2PREK, FRHC.HY
BMAERIRILH £ BARIEHITIOM. Rk, Skip-gramiRBliE
STERIR SN FEEIER, B P (ulw.) , B | € [+1,

*k} o RICRK X TFSkip-gramtE BN HIA 2 AR AR 2 BT iR, 7

M TR, , BIP Cuelwy) o REHER RSN, A
B E— RISk p-gr and A TRERE S 547



WHE wy—2 Wy Wit Wit

AMEE V

BWAR wi
E5-5 Skip—gramiZ & =& B

PRAk=2731, Skip-gramtZBIAJPAFRRAEIS-SRILEEH), Hpi

AE B EHARZIw, 8RR, BEERERSTEREE. AT, BE
v, = E'

B AwMEEE v v, iRIE Y, M ER g TS
SEREE/ % R SCE O P BOIAIEET a0 ST B0 TR

5 )
Plclw;) =
() = D (e )

(5-12)
N, c&{wey,  Weqy  Weq,  Weaolo

5 CBOWIRRY AU, Skip—gramtZEIRRYIIEREMEESE” ¥IRT{EJ9id)
[EIEFEFERER

3. &HE
S5mMEMEIESRBANN, Tl@EmE s kXt CBOW REFN
Skip-gramt&EBUH TG, EEMEITHSHKNo={E, E }. ffitn, 4

E—EKAT BRAFTww, + + + wy, CBOWFREUR)TIRT EUNFRIG 5K K 25
A

T
L(0) = - log P(w|C;) (5-13)
t=1

-itq:’ Ct:{wt—k’ TRty Wiy Wiy 7T T Wt+k}°

Skip-gramtRBIAY A XT H A SR TR R B 9
LO ==Y Y  logPlw;lw) (5-14)

t=1 —k<j<k.i#0



5.2.2 TaXktE

BairArviamE=FuilZ 4R 2 /] LUEgh A 3t B FRial B S Fuml{iE
5%, WARIB ET M2 a7ia) (CBOWAREY) siEIRIEZLpialfum_ET3C
(Skip—gramiZ®!) ., HARMIERABITEREBRE, XAEREH
WE RSS2 EREZEIT—1 (Normalization) HEMERNE
Mo, DaRAERENRE T —FHFINESMNA: aEHaNS5HE LT,
RANWAELIBER. XE—FK, DEmEEERIST (v, c) B8
o (HEIeEIERID , AmAE T Kiak a3 —1it
B, &P (D=1|w, o) FRcSwiIAIHER:

P(D=1w,¢) =o(v, - v)) (5-15)

Mo, AESLIMAE RN 7 -

P(D =0jw,c)=1— P(D = 1w, ¢)
(5-16)
= 0(—vy - v,)

ARHEXRERTAER (v, o) EXFRA. 5lan, #ESkip—gram
BRI, w=w, o= wy o BIEMAARERAEMT, (v, wy;) M
WIS —NEHSER, MRAZEHID=1. SER, XMci#TET
ROAEREE, SRKNNEEAEw, ETXEORIEE, iEA
Bl =1 K gy (0000 gregipeo,

BR (5-14) BEXTHINR log P (wyy lwy) B AWM TR
log o(vw, * v,,, ;) + Zlog o (—Vw, - V5,) (5-17)

FISE T E T AR FEARISKkip-gramtR B L iR ¥, HA,

{QIJ@|?; = 1,2, ,K} *E?Eﬁ$ﬁ Pn (w) ;i%*i‘/fgfiu, El] 157; ~ Pn(w)
o % P, (W) RERMIINGIBRIDFZITSHIA Unigram 976, BEIHE
AR A BT SRR — MRS RN AP, (W) <Py (w) ¥4,

FAECBOWRRAI A, BT xfw I THIRME, RHREBRIGT N TERR



Gy, wy) HAEAKS, HMRARBENGEMZEBRKRBFET
s

5.2.3 fRAISCIR

ZK 17*AHHCBOW$§iLtﬁskip-gramtiiLEﬁPyTorchs#iko B &SI
SRR “BURHRBEINIZELR" IHEZRE., Hr, CBOWSSkip- gram*%ﬁz
(ﬁﬁ%ﬁ)MWﬁﬁiﬁmEﬁ%MWﬂﬂﬁmnﬁiﬁK 3,
BARFER, RatERELESHEBLNIIMGE.

1. CBOWF= Y

(1) #IE. BHEN CBOW HEVWBIEE S FEER
Cb;\;vDataseto CBOWIERI I AN A—E L TXEORNYIE (EF) ,
tij \” ééé?%frifﬂ o

class CbowDataset(Dataset):
def __init__{self, corpus, vocab, context_size=2):
self.data = []
self.bos = vocab[BOS_TOKEN]
self.eos = vocab[EDS_TOKEN]
for sentence in tqdm(corpus, desc="Dataset Construction"):

sentence = [self.bos] + sentence + [self.eos]

if len(sentence) < context_size * 2 + 1:
continue
for i in range(context_size, len(sentence) - context_size):

context = sentence[i-context_size:i] + sentence[i+1:i+

context_size+1]

target = sentencel[i]

self.data.append((context, target))

(2) 1REL, CBOWRBILEH) SHIIRMEMBZI AEIE, XAlETR
BRETE&MN, AFEXNMANEREE T, CoowMode | 2SI LN
—



class CbowModel(nn.Module):
def __init__(self, vocab_size, embedding_dim):
super (CbowModel, self).__init__()

self .embeddings = nn.Embedding(vocab_size, embedding dim)
gelf .output = nn.Linear(embedding dim, vocab_size, bias=False)

def forward(self, inputs):
embeds = self.embeddings(inputs)

hidden = embeds.mean(dim=1)
output = self.output(hidden)
log_probs = F.log_softmax(output, dim=1)

return log_probs

2. Skip—gramfzH!

(1) #AE. Skip—gramtZ R RYEHRIMA I SCBOWHR YR, F &
%%llﬁﬂli’éﬁki‘éﬁﬂj%fiﬁi/l\iﬂ, BIE—E L X &E O KR NALEIAY1E
X o

class SkipGramDataset(Dataset):
def __init__(self, corpus, vocab, context_size=2):
self .data = []
self .bos = vocab[BOS_TOKEN]
self.eocs = vocab[EOS_TOKEN]

for sentence in tqdm(corpus, desc="Dataset Construction"):

n

sentence = [self.bos] + sentence + [self.eos]

for i in range(1, len(sentence)-1):
w = sentence[i]
left_context_index = max(0, i - context_size)
right context_index = min(len(sentence), i + context_siza)

context = sentence[left_context_index:i] + sentence[i+1:
right_context_index+1]

self.data.extend([{(w, ¢) for ¢ in context])

(2) 158, Skip-gramtEBIAISCIAADAA T



class SkipGramModel (nn.Module):
def __init__(self, vocab_size, embedding_dim):
super (SkipGramModel, self).__init__()
self.embeddings = nn.Embedding(vocab_size, embedding_dim)

salf.output = nn.Linear(embedding dim, vocab_size, bias=False)

def forward(self, inputs):
embeds = self.embeddings(inputs)

output = self.output(embeds)
log_probs = F.log_softmax(output, dim=1)

return log_probs

3. BETF TaRA+RISk i p-gramfR &

(1) #iE. EETHXRERSKkip—gramiZ®Ich, STTFEMNIIZ

(IE) #AK, EERBENNREBRESHERENBAEKR, RRE
ERIEOHERTESHEI ETXEOANIR. —MSSMARNE, EliE
WEBIENEED TR AR ER, XHEEINZGE BIEIEE AR
IR, XXMM aERIEGE R MBHITHRE, AMSERRS; ®
REFNERFERANERENAMER, BRE 2. XBEXRBENZT
FEHRSEATHITARESSI A, BT IEASCNSDatasetHY

col late fniRZSER A KHE.

class SGNSDataset(Dataset):
def __init__(self, corpus, vocab, context_size=2, n_negatives=5, ns_dist=
None) :
self data = []
gself .bos = vocab[EOS_TOKEN]
self.eos = vocab[EOS_TOKEN]
self.pad = vocab[PAD_TOKEN]
for sentence in tgdm(corpus, desc="Dataset Construction"):
sentence = [self.bos] + sentence + [self.eos]

for i in range(l, len{sentence)-1):

W = gentencel[i]
left_context_index = max(0, i - context_size)
right_context_index = min(len(sentence), i + context_size)



context = sentence[left_contaxt_index:i] + sentence[i+1:
right_context_index+1]

context += [self.pad] * (2 * context_size - len(context))

self.data.append({{w, context))

self.n_negatives = n_negatives
sins_dist 7 None,

self.ns_dist = ns_dist if ns_dist else torch.ones(len(vocab))

def __len__(self):
return len(self.data)

def __getitem__(self, i):

return self.datali]

def collate_fn(self, examples):
words = torch.tensor([ex[0] for ex in examples], dtype=torch.long)
contexts = torch.tensor([ex[1] for ex in examples], dtype=torch.long)
batch_size, context_size = contexts.shape
neg_contexts = []
for i in range(batch_size):
ns_dist = self.ns_dist.index_£il1(0, contexts[i], .0)
neg_contexts.append(torch.multinomial (ns_dist, self.n_negatives *
context_size, replacement=True))
neg_contexts = torch.stack(neg_contexts, dim=0)
return words, contexts, neg_contexts

(2) 1RE, FERBEPEIFFRIE[E=E/Ew_embeddingsFl
c_embeddings, S HIATFIRSE L TXHEIERR

class SCGNSModel (nn.Medule):
def __init__(self, vocab_size, embedding _dim):
super (SGNSModel, self).__init__()

self.w_embeddings = nn.Embedding(vocab_size, embedding dim)

self.c_embeddings = nn.Embedding(vocab_size, embedding dim)



def forward_w(self, words):
w_embeds = self.w_embeddings(words)
return w_embeds

def forward_c(self, contexts):
c_embeds = self.c_embeddings(contexts)

return c_embeds

(3) MZ. B, RERBNINZIBERF G Uni gramt IR EH
HEHSERD .

def get_unigram_distribution(corpus, vocab_size):
Inigram#
token_counts = torch.tensor([0] * vocab_size)
total_count = 0
for sentence in corpus:
total_count += len(sentence)
for token in sentence:
token_counts [token] += 1
unigram_dist = torch.div(token_counts.float(), total_count)
return unigram_dist

v

ETRZEFMINGIERE, XERERX 6-17) RHBESMHHRKE
#, SAIXHMEMEIES BB EEER A RIRIRLEmRXA. [

embedding_dim = 128
context_size = 3
batch_size = 1024
n_negatives = b @
num_epoch = 10

corpus, vocab = load_reuters()

unigram_dist = get_unigram_distribution(corpus, len(vocab))

negative_sampling dist = unigram dist *# 0.75

negative_sampling _dist /= negative_sampling_dist.sum()



# 15 M I0NS1

dataset = SCGNSDataset(
COrpUs,
wocab,
context_size=context_size,
n_negatives=n_negatives,
nz_dist=negative_sampling dist

]

data_loader = get_loader{dataset, batch_size)

model = SGNSModel{len{vocab), embedding_dim}
model.tol(devica)

optimizer = optim.Adam(model.parameters(), 1lr=0.001)

model. train()
for epoch in range(num_epoch):
total_loss = 0
for batch in tgdm(data_loader, desc=f"Training Epoch {epoch}"}:
words, contexts, neg_contexts = [x.te(device) for x in batch]
optimizer.zero_gradi)
batch_size = words.shape[0]
word_embeds = model.forward w(words).unsqueeze(dim=2)
context_embeds = model.forward_c{contexts)
neg_context_embeds = model.forward_c(neg_contexts)

context_loss = F.logsigmoid({torch.bmm(context_embeds, word_embeds).
squeeze(dim=2))

context_loss = context_loss.mean(dim=1)

neg_context_loss = F.logsigmoid(torch.bmm(neg_context_embeds,
word_embeds) . squeeze (din=2) .neg(})

neg_context_loss = neg_context_loss.view(batch_size, -1, n_negatives).
sum{dim=2)

neg_context_loss = neg_context_loss.mean(dim=1}

loss = -(context_loss + neg_context_loss).mean()

loss. backward()

optimizer, step()

total_loss += loss.item()

print(f"Loss: {total_loss:.2f}")

® | & y
combined_embeds = model.w_embeddings.weight + model.c_embeddings.weight
i e EH-Eagna. vac ¥

save_pretrained(vocab, combined_embeds.data, "sgns.vec")



5.3 GloVeld[a=

5.3.1 8

Tt~ ETHEMEIES RENIE RWord2vecHiAmI=FINIZ G X,
KERESMEFRAXAPIESRESH L TXHPHEIEEEABEESE
SES. Bk, F—HXERTHIHREENGEEZRETIER S
ik, BB EENY S 2.17) &F. XEFEEENERHFEITSE T
o, HESEELESIHERR “A—LET3” #IiEME, REFIH
GS{EER (Singular Value Decomposition, SVD) XTiZFEPREH1TRE
#, HMERNANIRESRR. AT, EEEEDEGEEREEE
ANEZRFRJLAMR, Eitk, X#Ek(8]lE&aiAmE AR RS FER R
¥ 14 TGloVe (Global Vectors for Word Representation) #&
A,

5.3.2 TINZKIES

GloVetZBIF E A BERF AREEXT “A-—E T HIFEREH
1T (EkEEYT) , ML NAFERE 2R, Eo5t, WEEIMIE
fEM, HeM, FRREAwSETXEZREOXNREIURE. GloVe
REEMEN WEREPH—DEZERTwSchIEE, N NEERITH
(w, c) TF2/HEIURETREER /D, FRAUTETHIES
HITME T E SR :

Mye=> ﬁ (5-18)

Reh, d, (v, o) FREEIRJIMEER, wSez HHEE.

ERFFEMENZ G, FIRES ETXXRERRENFITE (B
HO #ETERVATE. BEEXA:

v vl + by + b, =log M, . (5-19)

R, v, Ve ABIETUSMEEET; b5 Uc S HERIERM



RED. XL EEYIEIEREITKAE, BIARGIES E T XHRERT.

5.3.3 SHUEIT

£06={E, E', b, b’ }FT/RGloVetREFTHRZEINSH,

D £ RmNZBR A (v, o) REAES. GloVelEBIETHik
DU IR VAR S SR B T ST -

L(8; M) = Z F(Myo) (v vl + by, + b, — log My, .)? (5-20)

(w,c) el

R, £ M, ) RBRE—N (v, o) HAKINE. HANNE
S5EHAIRHMEX. B, HIXHBRLOHOERBERAASBRAHN
RE, MESHNEREEMEMTINELMIERDBELD, FLHELT
BARBIINE; HX, MTFEsndMmsER, tEETRGEA TSN
B, Fitt, GloVeXXF T L TEI D ER R BUHAITHIHN

(5-21)

, (Moo /m™ ), W M, . < m™
.f{ﬂ{ru.f') = { ’/

1, A

=AM, ABERNEE (") B, £ M, ) BYEREM, JEIE
WNFEFT, HEBEKERH o i7H]; MM, S>om™ 5, £ M, ) 18
Ha1,

5.3.4 f=HRISCIP

(1) %R, WERELIBER, HEREE SR LIRS IR
5%, BAESHMT.



class GloveDataset(Dataset):
def __init__(self, corpus, vocab, context_size=2):

self.cooccur_counts = defaultdict(float)
salf.bos = vocab[BOS_TOKEN]
self.eos = vocab[EDS_TOKEN]
for sentence in tqdm(corpus, desc="Dataset Construction"):
sentence = [self.bos] + sentence + [self.eos]
for i in range(1, len(sentence}-1):
w = sentenceli]
left_contexts = sentence[max(0, i - context_size):i]
right_contexts = sentence[i+l:min(len{sentence), i +
context_size)+1]
# 52 1 1/diw, <)
for k, ¢ in enumerate(left_contexts[::-11):
gelf.cooccur_counts[(w, )] +=1 / (k + 1)

for k, ¢ in enumerate(right_contexts):

self.cooccur_counts[{w, c)] +=1 / (k + 1)
self.data = [(w, c, count) for (w, c), count in self.cooccur_counts.

items()]

def len__(self):

return len(self.data)

def __getitem__(self, i):

return self.datali]

def collate_fn(self, examples):
words = torch.tensor([ex[0] for ex in examples])
contexts = torch.tensor([ex[1] for ex in examples])
counts = torch.tensor([ex[2] for ex in examples])
return (words, contexts, counts)

(2) =8, GloVetRB SET FiRAFHISkip—gramfRBUIZE( L, ME—
MXAETEMTANMRERE, EEKBNT,



class GloveModel(nn.Module) :
def __init__(self, vocab_size, embedding dim):

super (GloveModel, self).__init__()

self .w_embeddings = nn.Embedding(vocab_size, embedding dim)
self.w_biases = nn.Embedding(vocab_size, 1)

self .c_embeddings = nn.Embedding(vocab_size, embedding_dim)
self.c_biases = nn.Embedding(vocab_size, 1)

def forward_w(self, words):
w_embeds = self.w_embeddings(words)
w_biases = self.w_biases(words)

return v_embeds, w_biases

def forward_c{self, contexts):
c_embeds = self.c_embeddings(contexts)
c_biases = self.c_biases(contexts)

return c_embeds, c_biases

(3) IZk. EINGIIEF, RIFEX (5-20) +EEYIHH kK.
BB,



m_max = 100
alpha = 0.75
¢ HHEGCIoVe
corpus, vocab = load_reuters()
dataset = GloveDataset(
corpus,
vocab,
context_size=context_size
)
data_loader = get_loader{dataset, batch_size)

model = GloveModel (len(vocab), embedding_dim)
model.to(devica)
optimizer = optim.Adam(model.parameters(), lr=0.001)

model. train()
for epoch in range(num_epoch):

total_loss = 0

for batch in tgdm(data_loader, desc=f"Training Epoch {epoch}"):
words, contexts, counts = [x.to(device) for x in batch]
é :
word_embeds, word_biases = model.forward_w(words)
context_embeds, context_biases = model.forward_c{contexts)
log_counts = torch.log(counts)
" :
weight_factor = torch.clamp(torch.pow(counts / m_max, alpha), max=1.0)
optimizer.zero_grad()
# F e R AL
loss = (torch,.sum{word_embeds * context_embeds, dim=1) + word_biases +

context_biases - log_counts) #+ 2

. Bk
wavg_loss = (weight factor * loss).mean()
wavg_loss.backward()
optimizer.step()
total_less += wavg_loss.item()

print(f"Loss: {total_loss:.2f}")

o

combined embeds = model.w_embeddings.weight + model.c_embeddings.weight

rglove.vec

save_pretrained(vocab, combined_embeds.data, "glove.vec")

5.4 N ENA



STFARINZE I FZEEEIRREE, BE 0 IRIBET1R XXM
oy & LKL IR M R BE NHITIEN, XFHARETRAIBES TN GE
(Intrinsic Evalua—tion) . ZESEFRESH, MEERETHESEY
M gEIRPRFIET, WIRAINEPESFEN L (Extrinsic Evaluation) o
XEBEEHEENDBAETEBNABESTENSZE, REUVERSEESH
5, NBIENEFTIIZGIREENE T THES.

5.4.1 1A XHxMH

A XEXMNEERREENERERZ—. ALURERRZEX]
1A AR R MR RIKBE NI BT B IR R E Y4 3R

FAEREERYE. FBE,. EERFE, TR EREEEERNE
ZBRYMEXM. iR, LEEw,Sw, EfEREEETERNRZEI
B e UEREIE XX MERNEE:

”u.',, s Wy,

e SR (5-22)
[V, || vw,

sim(w,, wy) = cos(Vy, , Vuy )

ETZzEAMESZS, EXUATEREBEIKIALS (K-Nearest
Neighbors, KNN) ZFif].

def kan(W, x, k):

similarities = torch.matmul(x, W.transpose(1l, 0)) / (torch.norm(W, dim=1)
* torch.norm(x) + 1e-9)
knn = similarities.topk(k=k)

return kon.values.tolist(), knn.indices.tolist()

FIFZEE, FISEIAREESERNEITIEORE.

def find_similar_words(embeds, vocab, query, k=5):

knn_values, knn_indices = knn(embeds, embeds[vocab[queryl], k+1)
knn_words = vocab.convert_ids_to_tokens(knn_indices)
print (£"Query word: {queryl")



for i in range(k):
print(f"cosine similarity={knn_values([i+1]:.4f}: {knn_words[i+1]1}")

XBFERENERAF A HENG oVeTilZiAmE, ZiAMERAEKX
MRS AR EE L EAGIoVe B RINEZEFR], WE2BRIMT ZERFI
ZiAEmEx—. NEFRmEEZfE, £/ load_pretrained eREFHIT
mnE, HIREHAFRSIREIEX K.

def load_pretrained(load_path):
with open(load_path, "r") as fin:

n, d = map(int, fin.readline(}.split())
tokens = []
embeds = []
for line in fin:
line = line.rstrip().split(' ')
token, embed = line[0], list{map(float, line[1:]))
tokens. append (token)
embeds . append (embed)
vocab = Vocab(tokens)
embeds = torch.tensor(embeds, dtype=torch.float)
return vocab, embeds

>>> pt_vocab, pt_embeds = load pretrained("glove.vec")

EGloVeirE = BIALL “august” “good” REIFIAIFEITIL X 1A
KR, ATLUSEILLTER.

>>> find_similar_words(pt_embeds, pt_vocab, "august", k=3)
Query word: august

cosine similarity=0.8319: september

cosine similarity=0.8030: july

cosine similarity=0.7651: june

>»> find similar words{pt_embeds, pt_vocab, "good", k=3)
Query word: good

cosine similarity=0.7299: bad

cosine similarity=0.6923: funny

cosine similarity=0.6845: tough

AI 0L, iA)[e) SR A AR T 18] )RR K1
SitEE, EAUMASHRXEXENATREEARERE,



SHiREEH I TEERTN . LULEATE AT NHIEE—WordSim353%
f5ll: ZBIBER RI3NRIENT, BMEAITHI16FRFEES T [0, 10]
XEAN— 1 #1E, sEEEHEEAZIAXTEIRXEILE, Nk
Frir. RiIAEEHESZNMEUEES ALIFEEZBENHEZRERE (10
Spearmangy&Pearsontlx R BIA{EAIRIRETEMN BIFRE

7<5-1 WordSim353# &5 F AY1a X ABIAE R E R 51

BiF1 7 2 TR
love sex 6.77
stock jaguar 0.92
money cash 915
development issue 3.97
lad brother 4.46

5.4.2 LM%

ARYREEE (Word analogy) RXTFiREER S —MERHIAEME
FN A E. MiAREBEREZEANS HIHITONATALIE, T8
EREBRAMEENE MR (v, w) 5 (v, wy) , EfIAVIAE

MEE—ERELHEE: Cw Ywex Yws = Vwe gy iR, L0,
TEES-6HRBIRAL TNHEL £ &

VWOMAN — UMAN =~ UQUEEN — VKING
(5-23)

VQUEENS — UQUEEN == UKINGS — UKING

WOMEN
/ AUNT
MEN / QUEEN
UNGLE /‘ KINGS

KING KING

E5-6 5w & 2 1] 1 8935 X AeiE ik K LI R 1)

XT3 3 1B X ANREA D A E R R TiR[EIERIREE . R
BEX—MR, AT ITIESEZERXRHEE, AMmEEEN “w, 2T
w,, FHETw,2F? 7 WElE. T TEZLrE, TR TAER
[EEXEAEITRERSE:



wy = arg min(cos(vy,, Uy, + Uy, — Y, )) (5-24)
w

FIRARISCRIknnER 2, ATLAS(EMSCEX—IgE. BARBINT:

def find_analogy(embeds, vocab, word_a, word_ b, word_c):
vecs = embeds([vocab.convert_tokens_to_ids([word_a, word_b, word_c])]
x = vecs[2] + vecs[1] - vecs[0]
knn_values, knn_indices = knn(embeds, x, k=1)
analogies = vocab.convert_ids_to_tokens(knn_indices)
print (£">>> Query: {word_a}, {word_b}, {word_c}")
print (f"{analogies}")

—ARRYE, AEEEU LN G EDRRIESINGHEIRIELR
=, REENEEFRZZYIEX. EXMREAY, FERIEFEEEE
B ESPRIRIIKIER.

5.4.3 NF

FZhial =) & AT LM E IR R FHIER R B A T TipESS, waILUE
ARBSYAE THFESINNIGZIEPIEITHEE (Fine-tuning) . 7£i8
BEAT, AR AEESEIRAERRZ RN,

BABEN A T NAHEZEAR LB HMZ W EZIRRY, NZERRHEE.
TR MEE, RERBFBRERSFTURIAMEFRTEFERIES LIBES.
X LR A (E A TR G RIREE RS R ERURR R AELE =
K. ATHAET)GFNREE, REEMFEEEENVGE
W FZHITE RSN . UETZERMSREAFR S FARE A5,
BARRBIIT.



class MLP(nn.Module) :
def __init__(self, vocab, pt_vocab, pt_embeddings, hidden dim, num_class):

super (MLP, self).__init__()
embedding_dim = pt_embeddings.shape[1]

vocab_size = len(vocab)
self.embeddings = nn.EmbeddingBag(vocab_size, embedding_dim)
self.embeddings.weight.data.uniform_(-0.1, 0.1)

for idx, token in enumerate(vocab.idx_to_token):

pt_idx = pt_vocab[token]

if pt_idx != pt_vocab.unk:
self.embeddings.weight [idx] .data.copy_(pt_embeddings [pt_idx])

self.fcl = pn.Linear(embedding _dim, hidden_dim)
self.fc2 = nn.Linear(hidden_dim, num_class)

self .activate = F.relu

AT R ESINGEENRFSMIIZ&IRARENIRREEEGAAN
[E], FEik, XERYBHEFTINGKIRZRFEFENIR, STEAIRN{TA
REBEMEN VI EE, HFERSZINGSEFFE. I, EE WAL
S E AR N BN, "TLARETG)IZiIRRIEMRHEIRZR, MAT
TEMIRGE—FER “<unk>" frI1IEKE. EEHFRESIZEES,
BHERT “FE” AEESHSBEEFINR (AJLUBERE
requires_gradient=False3sSCcI}) . LtBTRlEmE#{EA4FEFEH.

STFHAMARE! (GALSTM, Transformer3F) BYEINS 22, 1HIE
HEBITSEM.

RTMEFERF)GiRAEEHI TR TRIOT W, AR
ERFHBINLTK sentence_polarityB#BHITEI, XBEFHAIERE,
000N HEAR . E5-7TRRT HESEAMEH B IREEENRREIZE
ERRERBT Iz, BEAENSLERIAESY, FulZiamEae
i BEMRIEBINNGT R SERE . B108ER G, ERENRKE L
BUERRZR J970%, HHEETERMIIGRLIREEERER (67%) , HEL
BTERAREWNIRHA.
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—+—Random -+—GloVe

WEIEFORE R

B 5-7 FAPAR A | AR AR A AR K 49 T AL &

5.5 INGG

ABEFENBTHSANBOTIGEAR, SELTFHENEES
BRI B BT ARIFRSE. FRMS T S EERARBST, %
EER, BN, ABAETRTIANGEEM AR R TR
SRR HRIMES N %, FUBESXREI, BT miaEmR
SRR RS R T S M B

S8

5.1 SPRE(TAZIRMATEIARSY SRR, NEFERS

BHIE B X TR S0

5.2 FEET SURAEAISKip-gramfiBIs, KAHIRE ETXEOA
IAFRAEBERN, 537 RS R RITHFDEES TR

5.3 T&FillZGloVeirE=, FIAt-SNEXTEHFITRIRL S HT.

5.4 437 Mia)gR /R AR SEBRRL F A B3 B 43 AR S 1A [ E RO ER
Ro FEXHBRS, BEHEH—MEENBRTT R,

5.5 fRE—MEtxHRIARIARES JBERT R

5.6 BHINGAEERT RIS, EFABKT, & A
BBLEFEREAR? EFH/ESRMES LHTRIE.

11 B —FRAT XRFAMBIFAAGERLLS QAR SE, iz



A EBERGG 77 XF T NG, REXMEASZXEARE, 2L HE 74
KoG % B AL T AT BT R R 89 52 B R A 7 A 21K



| %6z
&7 1A) A E Fll iR 2

IEFER, siRSEEE (B ETXHEXRIEREE) BAL IR R
RENAMNFHRS. ERLETESREERTARFNME? Haprst
NZIMTRSR? AEF AN EISWEENRL NS EREER; &
FERMABUELNR R R RIBNSIREEF S 750E, AREENAN
WBI; &G, NEITEEREABRES LIELFRMESPRINA.

6.1 1HAEE—MMERSRIFS

eI Emd, REENFEIEFEFAH TIEBRES IR SR BRI
BEE, EERMNZLEBEESHmNENRIE. EEBNBHESIREE
FIEZEP, T _RETHEELETXFUNA Word2vee HiL, BE2ET
EXNE/FEEIERR GloVeETRE, ERREIEG—MIEREMER
EFHHEI E T EEREZZAMEER TP Bk, E—14EE/
BREENERSRREE LA AR ‘BN B, Bl: SIFEE—
i, EEERieEEN, THELETXHTHmETi.

A, AERIES S, R—MAEAENETXSOEE TAIEZN
HZHARRIAN  EEERSERME. UL “Tig” —iaxfl, H&Eq
F “ft FFE T3 S tETE” M “E ES X K T PREX
AT E, mMEEAAREY (R1EADNE, FEEARE) . —iA%
XREREBSTEREFAENESIR, LRBRBSEARTNIET
HBERER. AFSHEBERTT, ATENAE LT EREHEE
48, REEZRNEERTA, FEUZIE—MIENRE L TXHAE
BEE THAEIRXIER

ATHERX—OF, AR ARRE T ETXXHEXEEE
(Contextual ized Word Embedding) . BB, EXMMERRAE



f, —MAMEEFHELSIREN ETTERE, FtkEELETX
malsTHes. EXKBEP, HWIEEFRADTIEEE (Dynamic Word
Embedding) . EBNSIREIERR N, BIEGIFHH “Ti5” EFRENE
PSR SEANAENREER K. SE2IENE, IINEBEZENA
PR N T RIB X RIZ.

E—NXARFSG, §MANESIAEE SRR E23ZE E T
HITEXBEARHER. MM TXAXFFFIEEMS, EIFHEMNLE
REFRM T —MAMENIENEE AR . K BNFIESESENFINET
TERHAEME, UREFFEIEEEDNNE. EXENAYS, BEF
REAHENERENZIFRESERTIEABINTARRE (A]F) HE
BRr, UHTYXARSE; UEFRE—HzIREESERTHITFIRR
I AEMERE) - XEKRE, BEFRHENEREGE—Z] (L)
MRS ERRIEF T LMERIZEZNAE YT E T X EE THREER TR,
BlspfSiAEE. EE, BMHEMER LIRS IEESEAES#ITEIEE
=3, MEMEMMZMIMNIBIRIRTE. BET1Z2E24%E, Matthew PetersZFE A
FESCEK (9] IR BB S M A A R FR E 2 R TaglM, iZAEEF A T
IR HENZES HA RS BERRIEATINDIEGFE, EEHIEAH
THFIFREESHMRE. MR, il#H—E5%E 7 XM, HRER
B T3 xinRmE =B E UL FVIZIEEELMo (Embeddings from
Language Models) U9, ZEEIIEBRNEE., XAZES S SMENE LI
BRIES AT FRYSEIR AR, ELMoRENS EIEARM X it & fF Y4
BIEREZNRFA. EE, ELMoRELEMHE ELIEF A5, 7ECoNLL-
??Eﬁ%ﬁﬁﬁﬁWﬁﬁ%ﬁﬁ%ﬁ%E%¢W%Tﬁ%%%ﬂ
11

ABENFHT, BAUMAEFENDERESVGRFHZMN
. o, HEE—EARNIGEHTERME, ATUMBETFIIEIF
SIS ENE RN EIAMEM LS. Fill%STi/E, EaT P HEF
REP GRS AR X IRE S TS R EIZSIEE & . SOk [12] 2 AY
CoVelRBUKH T X#FINEG %, 1BR, MEHTIBERIBREVERE HEEL
RIEREES, BBENSUBHEAENAR, EtiBRMEH KR,

AEREENRETESRENITRARETINETE, ULER
RIBSAIBESPRVEREIN .



6.2 FETES RERENZS A=) E T4

6.2.1 WEEs =R

ST — AN A, -+ - - w, DEESERMNETE (A
£BE) FER UAGEIE) BB EERETESER, KM
ST, SFTARRE—BTRIE AW, A ER AR METF AN L
TS ERAN L TS EHER.

Bifth, REFEMNEMAIEMEL. X—TiIER L TXRXH,
FEMNATIHAATHNEFFINER . ETREERNRRRFS, REMEFE
AR HENZEKEREIZMEE (LS alitEE8—RzliEg
HilE). EEREEERR, M L TXHEXNARERR. FAIZE
7w, RETNEG—EFZIREFRE. X TRIEIESRE, tRZIa)EiRAE
EWeiq; XM TREEVESRE, BFREEw .

(1) MIANRRE. ELMotEBIK A E T FF4H & RIS N 48 T i
AXKFrIFNE, BEZERUNARERIE (Out-0f-Vocabulary, 00V)
SRR, Elo-1RR TMARRIERNEKRLEH.

B, FHEEERFAARTHNENFT (STSNRMAYELLS)
HMARERR. BZw HFFFcic, - + - o ik, XNTHEHANE
TFEffc;, ALLRRA:

o = Echare(:i (()- 1 )

. char " e |VChZ"| e sret e char —_ .
e, B ERT T e eymsEn; VU sRRaT

AP |
Aw TS EaanmEEn O € R o

Cf — [’Ucl;’UCg;.‘-

Vel s, FIRSRMENENEHANEE
TRIFEHIHITIEN 2HE (Semantic Com—position) . XEB{FEH—%HEF



MEMLE, BFFAEENEECERRNBENN, I2AN, B

HEEREREAMEBERNE, 1A . i, BEERZINT
EIAN (EE) BER%, AUFBATRNENFHRETXER, 7
SRBENNRESEEERT, XERSEEAENHEERETNERETT
MHEENHRE. HHEXERE, RS2 TE—LEREREL.
RiE, MCRERSEAEMERNMERE, A ISEIXSTiEw  E
KEERT, iEhf.. REERTZEDA, 2, 3, 4, 5, 6, 7187
M—HER%, SNRMEIEERESH (32, 32, 64, 128, 256,

512, 1024}, FokmtiEES YEE 2048, KT —UHSTRHE ML E
IFHRRERE, RIS EAR$4 275,

MR

Highway iz R4

Pl
------ - --

BIMERE -
#
< ST
FHERE N N RN NN N
HINE [zow] |1|_I é’ (k] I:l] [n]  [eov]

SN E1E. “token”
B 61 £ FF5 5z R %&FaHighway iV 2 M &M ANETE TR

[

#E, REEHAME Highway ML EFIIRE M5 H /EiH#
—$ T, BRRLEIAEERT x.. Highway HEZMEEBMNSH
Bz BEFEEY “BE° , FEeEEANUEEESEERERERANE,
AT 38R 52 [ P 4% B 350 %% T Hs SR O 46 L IR VE S SR B AU B) R, S22
HighwayfRZE MERIEATE AR T :

2, =g®fi+(1—g)®ReLUW, + b) (6-2)

N, eAlEERE, HLf WA, SEMTIREBEIISigmoidiR
# (o) HEIEFH:

g=oc(WEf, + b®) (6-3)



N, WeSbe R HEMKZ Rt T REFSRKERE. AR,
Highway #1224 aYH SRR E—RIMA R SRS EMAMRES R, 5
R, BERIUNSHRREFELLFZEMBEN, EEETUBTERHE
Eﬁﬁﬂﬁmoww,ﬂ%ﬁﬁ?ﬁﬁﬂﬁwmﬂ%ﬁﬂ%ﬁﬂ?ﬁ%
75,

ETR, AR LAZREFSINETXEXFARENEMZ £, FIF
NEES B HREERIESERLETXER, NMSEES—FZIAE)
"SRRI E R .

(2) BIEVESRE. EREIESHEED, X TE—FRZIBiRan
N, #HRRFTZHAAEMN ETXERIERE. XBERET%
FHEEMNKENCIZMEESHEE (5. 175) . BEEGZEHES

_>
LsTMEISSIRN 0", Softmaxifiti RS HITH 0 o, NSRRI
TH:

mn
Pluwywsg -+ -wy) = H P(wi|®y.—1; 3““". o) (6-4)
=1

(3) FEESHE. SHnESHEIER, FoEsRRRER
SE—MRIENI L RES. TURRA:

- o
Plwywy -+ w,) = H P(w,|@sy1:0; 8™, 0°) (6-3)

<_
eh 0N = L STMR R L ER A B4
EEIEMNL, FEESENSERESENLS THHESH

(6°U%) ., BEHERAUBIEIESRESEREIESEERARY, A
LASERRELMotR B B TR 23T 72

6.2.2 ELMoirl[E=

ANEESRE TN E, RERREEERST (BIFMARTE
AR % RHELSTW) Er AR EEEXANESERERR. &E



RBCERFERAD LSIM fImE—ER S ERMEIEAAINTISEESR
o PR, £ ELMo ###!idh, AEEXMEESEREERES TAEENR
RERNAEE. flan, SIZENENLSTME SRR ~BERILTES
FIEXNER, MZLARENREERT (BFEBARTIX) ERWETIH
By AR ER. TEIBNTHES, MaRTNERIEEEGMRAR. fl

wn, SFRNEEME. BEeFXEES, HMEXEENERES; mxt
FHBELMRANFES, A% AEEEEEE. FEit, ELMoREXIA
G ERBEERTHEITMRELDNONG], ARRNTHEZREEZH

maamE. &R srumRatERREREETHRNES,
oy

Re = {&, hejli =1,--- , L} (6-6)

Rk
e, s = [hosi Rl enmr s BB s S —Ra0AT
[, FEEREEERMEHEESREINEE.

Shy =x, MEMOIAM B RRA:

L
ELMo, = f(R,, W) = 4 Z s7%h ; (6-7)

K, W={stesk, ytask} it EELM B BTGNS H; stookak
TENOEMNE, FRE—REAENTERESNEEN, TH—A
SHRIESof tmax B HA—WITEBER, ZNE@EAE THHES A
FEiEPES]; v UERRBERES THHESHEX, HELMoEESHEME
ELREMERR, ATLLE L HAERMELMoEE. JFELMomEE AIAYFERA T
TISET, RMIBBSEIGE K, TE5FEH.

ZEATIR, ELMoBERTEBUT =R
« T (ETXXHE) : AELMoEE R T~HE Y ETIORE;

o @it (Robust) : ELMo[mEHRRIEAFZTEIN, MTFREFA
BREET;

* BR: ELMoia)[@ 8 REMINGRE h &N RAR R ERNIHT



HE, ATHESRH®TRANERBHE.
El6—2F& 7~ T ELMotE BY AU EE (R 2544

WEEEEER

SWitE

mar

HEEE

WARTR

B 6-2 ELMotZ A = & I

6.2.3 I=RISCIY

(1) HEEs. R AKE. RRELUIESF T —ERRNE
ARRE, FHEAESEN BRSO AT T MR AR = 5718
FMAETE. SRIAER X HPE—ITE—RMINXE, BiA5iE
Z [ *%"”’\Bm MATHEBAE T FHREA, FtFERNAER
KA S FFRANGER, HEIIENAIER,



def load_corpus(path, max_tok_len=None, max_seq_len=None):

max_tok_len: M U3

max_seq_len:

text = []
charset = {BOS_TOKEN, EOS_TOKEN, PAD_TOKEN, BOW_TOKEN, EOW_TOKEN}
with open(path, "r") as f:
for line in tgdm(f):
tokens = line.rstrip().split(" ")
4 g :
if max_seq _len is not None and len(tokens) + 2 > max_seq_len:
tokens = line[:max_seq_len-2]
sent = [BOS_TOKEN]
for token in tokens:
# &0 i
if max_tok_len is not None and len(token) + 2 > max_tok_len:
token = token[:max_tok_len-2]
sent.append(token)
for ch in tokem:
charset.add(ch)
sent . append (EDS_TOKEN)
text.append(sent)

2 s
vocab_w = Vocab.build{text, min_freq=2, reserved_tokens=[PAD_TOKEN,
BOS_TOKEN, EOS_TOKEN])

vocab_c = Vocab(tokens=list(charset))

corpus_w = [vocab_w.convert_tokens_to_ids(sent) for sent in text]
g 15 ;

corpus_c = []

bow = vocab_c[BOW_TOKEN]



eow = vocab_c [EOW_TOKEN]
for i, sent in enumerate(text):
sent_c = []

for token in sent:
if token == BOS_TOKEN or token == EO0S_TOKEN:

token_c = [bow, vocab_c[token], eow]

alse:
token_c = [bow] + vocab_c.convert_tokens_to_ids(token) + [eow]

sent_c.append(token_c)
corpus_c.append (sent_c)

return corpus_w, corpus_c, vocab_w, vocab_c

Tk, WERATNEIESREAHIEIBi LMDataset, ZFTFE
SRR EZENINGE, SHlA:

« #53F (Padding) FEFFEIILLRGEARFESI, MMHEINIZIR
(Mini-batch) ;

« FREVNENES RN Wi, S THRAFTI<bos
>wwy + 0w <eos>, BIEIESEBEWBIRELFINA ww, -

<eos><pad>, BlIANFIER—AL; BEIESEREMLFIIA<
pad><bos>w, * = - w,, BMMINFIARE—AL; EPE<pad>LF

FHITFUM
X B SRR col late FnERETERXEANINEE. BASSIINT.,



class BilMDataset(Dataset):
def __init__(self, corpus_w, corpus_c, vocab_w, vocab_c):
super (BiLMDataset, self).__init__(}
self.pad_w = vocab_w[PAD_TOKEN]
self.pad_c = vocab_c[PAD_TOKEN]

self.data = []
for sent_w, sent_c in zip(corpus_u, corpnﬂ_c):

self .data.append((sent_w, sent_c))

def __len__(self):
return len(self.data)

def __getitem__(self, i):
return self.datal[i]

def collate_fn(self, examples):

#

seq_lens = torch.LongTensor([len(ex[0]) for ex in examples])

# ok i batch_size * max_seq _len

inputs_w = [torch.tensor(ex[0]) for ex in examples]

# ¥lbatch i

inputs_w = pad_sequence(inputs_w, batch_first=True, padding_value=self
.pad_w)

o
batch_size, max_seq len = inputs_w.shape
max_tok_len = max([max([len(tok) for tok in ex[1]]) for ex in examples

b}

# ; : batch_size * max_seq_len * max_tok_len
inputs_c = torch.LongTensor(batch_size, max_seq_len, max_tok_len).
£ill_(self.pad_c)
for i, (sent_w, sent_c) in enumerate(examples):
for j, tok in enumerate(sent_c):

inputs_c[i] [j] [:1len(tok)] = torch.LongTensor(tok)

"
targets_fw = torch.LongTensor(inputs_w.shape).fill_(self.pad_w)
targets_bw = torch.LongTensor{inputs_w.shape).fill_(self.pad_w)
for i, (sent_w, sent_c) in enumerate(examples):
targets_fw[i][:len(sent_w)-1] = torch.LongTensor{sent_w[1:])
targets_bw([i] [1:1en(sent_w)] = torch.LongTensor{sent_w[:len(sent_w
)-11)

return inputs_w, inputs_c, seq_lens, targets_fw, targets_bw



(2) WEVESRE. ELMoiRBI AL RN ENESRE, Himhdss
B EREEETFHRMARTEUNAIE. FELSTME. LUITHE

MMEH7 R

TSEI

BNRTERBIAH ghway HEZ N B R ZMELMEREMK, B—&F
HWRT~EIANRIENLEESBARLZERERNER, HMERKIRE

[ T LB HHE -

class Highway(nn.Module) :

def

def

--init__(self, input_dim, num_layers, activation=F.relu):
super (Highway, self).__init__()
salf.input_dim = input_dim

self.layers = torch.nn.ModuleList(
[nn.Linear(input_dim, input_dim * 2) for _ in range(num_layers}]
)
salf.activation = activation
for layer in self.layers:
layer.bias[input_dim:] .data.fill_(1)

forward(self, inputs):
curr_inputs = inputs
for layer in self.layers:
prejected_inputs = layer({curr_inputs)
hidden = self.activation(projected_inputs[:, O:self,input_dim])

gate = torch.sigmoid(projected_inputs[:, self.input_dim:])

curr_inputs = gate * curr_inputs + (1 - gate) # hidden

return curr_inputs

ETFHFEFRIRFR /R /EConvTokenEmbedder {XFB AN TN,






self.convolutions = nn.ModuleList()
for kernel_size, out_channels in char_conv_filters:
convy = torch.nn.Convid(
in_channels=char_embedding_dim,
out_channels=out_channels,
kernel_size=kernel_size,
bias=True
)

self.convolutions.append({conv)

salf .num_filters = sum(f[1] for f in char_conv_filters)
self num_highways = num_highways
self . highways = Highway(self.num_filters, self.num_highways,

activation=F.relu)

gelf .projection = nn.Linear{self .num_filters, cutput_dim, bias=True)

def forward{self, inputs):
batch_size, seq_len, token_len = inputs.shape
inputs = inputs.view(batch_size * seqg_len, -1)
char_embeds = self.char embeddings(inputs)
char_embeds = char_embeds. transpose(l, 2)

conv_hiddens = []

for i in range(len(self.convolutions)):
conv_hidden = self.convolutions[il (char_embeds)
conv_hidden, _ = torch.max{conv_hidden, dim=-1}
conv_hidden = F.relu(conv_hidden)
conv_hiddens.append{conv_hidden)

token_embeds = torch.cat{conv_hiddens, dim=-1)
token_embeds = self.highways(token_embeds)

token_embeds = self.projection(token_enbeds)
token_embeds = token_embeds.view(batch_size, seq_len, -1}

return token_embeds

TR, QEWELSTMREERE, REFIIE—HZ. S—EAIHEIE
FeRMERZRR. BRIETPyTorchZAILSTMA R LTS Ei 42 % R
RO [ELSTMRLE, (B BRTAYER O FHRE R EEHRR. Eit, =

&l



BREEFNESEZ N EELSTMIRLIY,

class ELMoLstmEncoder (nn.Module):
def __init__{(self, input_dim, hidden_dim, num_layers):
super (ELMoLstmEncoder, self).__init__()
g (BITTQTME & g ol Fid i
self.projection_dim = input_dim

self.num_layers = num_layers

# L3TH ( 2

self .forward_layers = nn.ModuleList()

# HI P LSTM3 % /=: hidden dim -> self.projection_dim
self.forward_projections = nn.ModuleList()

i LETH :

self .backward_layers = nn.ModuleList()

# 7 LSTH 1 hidden_dim -> self.projection_dim

self.backward_projections = nn.ModuleList ()

lstm_input_dim = input_dim
for _ in range(num_layers):
] LSTM i 49
forward_layer = nn.LSTM(lstm_input_dim, hidden_dim, num_layers=1,
batch_first=True)
forward_projection = nn.Linear(hidden_dim, self.projection_dim,
bias=True)
backward_layer = nn.LSTM(lstm_input_dim, hidden_dim, num_layers=1,
batch_first=True)
backward_projection = nn.Linear(hidden_dim, self.projection_dim,
bias=True)

lstm_input_dim = self.projecticn_dim
self.forward_layers.append(forwvard_layer)

self.forward_projections.append(forward_projection)
self .backward_layers.append(backward_layer)



self .backward_projections.append({backvard_projection)

def forward(self, inputs, lengths):
batch_size, seq_len, input_dim = inputs.shape
# : L8 T8, 050, 0] == 18,7, 195.0,5:0,:0]
rey_idx = torch.arange(seq_len).unsqueeze(0).repeat(batch_size, 1)
for i in range(lengths.shape[0]):

rev_idx[i,:lengths[i]] = torch.arange(lengths[i]l-1, -1, -1}

rev_idx = rev_idx.unsqueeza(2).esxpand as(inputs)
Tev_idx = rev_idx.to(inputs.device) & inputse

rev_inputs = inputs.gather(l, rev_idx)

forward_inputs, backward inputs = inputs, rev_inputs
stacked_forward_states, stacked_backward_states = [1, []

for layer_index in range(self.num_layers):
packed_forward_inputs = pack_padded_sequence(
forward_inputs, lengths, batch_first=True, enforce_sorted=
False)
packed_backward inputs = pack_padded_segquence(
backward_inputs, lengths, batch_first=True, enforce_sorted=
False)

forward_layer = self.forward_layers[layer_index]

packed_forward, _ = forward_layer(packed_forward_inputs)
forward = pad_packed_sequence(packed_forward, batch_first=True) [0]
forwvard = self .forward_projections[layer_index] (forvard)

stacked_forvard_states.append(forward)

backward_layer = self .backward_layers[layer_index]
packed_backward, _ = backward_layer(packed_backward_inputs)
backward = pad_packed_sequence(packed_backward, batch_first=True)

(0]
backward = self.backward_projections([layer_index] (backward)

stacked_backward_states.append(backward.gather(1l, rev_idx))

return stacked_forward_states, stacked_backward_states

ETRL AN, Al UREAEZEHEBHINEESRE . ATHEE
MBSHRE, ATEKESEE, XEFESHELT—RTY “#-—



H” MR FHEEEH (configs) HITHLA. fian:

configs = {
'max_tok_len': 50,
'train_file': './train.txt',

'model_path': './elmo_bilm', #

'char_embedding dim': 50,

‘char_conv_filters': [[1, 32], [2, 321, [3, 4], [4, 128], [5, 2561, [s,
512, [7, 10241], # RRe i i ]

'num_highways': 2, # Highwa

'projection_dim': 512, #

'hidden_dim': 4096, # LSTM

'num_layers': 2, # LSTM

'batch_size': 32,

‘dropout': 0.1,

'learning_rate': 0.0004,

'elip_grad': 5,

'num_epoch': 10

RiE, BIENEESHEE, BEERBENT.

class BiLM(nn.Module):
def __init__(self, configs, vocab_w, wocab_c):
super (BiLM, self).__init__()
self.dropout_prob = configs['dropout_prob']

self.num_classes = len(vocab_w)

self.token_embedder = ConvTokenEmbedder(
vocab_c,
configs['char_embedding_dim'],
configs['char_conv_filters'l,

configs['num_highways'],



configs['projection_dim']

self.encoder = ELMoLstmEncoder(
configs['projection_dim'],
configs['hidden_dim'],
configs['num_layers']

self.classifier = nn.Linear(configs['projection_dim’], self.

num_classes)

def forward(self, inputs, lengths):
token_embeds = self.token_embedder (inputs)
token_embeds = F.dropout(token_embeds, self.dropout_prob)
forward, backward = self.encoder(token_embeds, lengths)

return self.classifier(forward[-1]), self.classifier(backward[-1])

def save_pretrained(self, path):

os.makedirs(path, exist_ok=True)

torch.save(self.token_embedder.state_dict(), os.path.join(path, '
token_embedder.pth'))

torch.save(self.encoder.state_dict(), os.path.join(path, 'encoder.pth'
b}

(3) %k, AHYE REBHWESTRE, T—P 2RSSR
EXHRBEHAITIG. BFERBENT.

corpus_w, corpus_c, vocab_w, vocab_c¢ = load_corpus(configs(['train_file'])
train_data = BilLMDataset(corpus_w, corpus_c, vocab_w, vocab_c)

train_loader = get_loader(train_data, configs['batch_size'])

criterion = nn.CrossEntropyloss(

ignore_index=vocab_w[PAD_TOKEN], # : PAD_TO
reduction="sum"



3 £ EE | Adam it
model = BilM{configs, vocab_w, vocab_c)
model . to{device)
optimizer = optim.Adam(
filter(lambda x: x.requires_grad, model.parameters(}),
lr=configs['learning rata'l]

L3
model . train()
for epoch in range{configs['num_epoch']}:
total_loss = @
total_tags = 0 & i Erat . FPAFPAD_TOKENA: 89T
for batch in tgdm(train_loader, desc=f"Training Epoch {epochl"):
batch = [x.tol{device) for x in batch]
inputs_w, inputs_c, seq lens, targets_fw, targets_bw = batch

optimizer.zero_grad()
cutputs_fw, outputs_bw = medel(inputs_c, seq_lens)
loss_fw = criterion(
outpute_fw.view(-1, outputs_fw.shape[-1]),
targets_fu.view(-1}
)
i
loss_bw = criterion(
outputs_bw.view(-1, outputs_bw.shape[-1]},
targets_bw.view(-1)
b
loas = (loss_fuw + loss_bw) / 2.0
loss.backward()
i
nn.utils.clip_grad norm_(model.parameters(), configs['clip grad'])
optimizer.stepl)

total_loss += loss_fw.item()
total_tags += seq_lens.sum().item()



train_ppl = numpy.exp(total loss / total_tags)
print(f"Train PPL: {train_ppl:.2f}")

model.save_pretrained(configs['model_path'])

json.dump(configs, open(os.path.join(configs['model_path'], 'configs.jsem'), "
wll)}

save_vocab(vocab_w, os.path.join{configs['model_path'], 'word.dic'})
save_vocab(vocab_c, os.path.join{configs['model_path'], 'char.dic')})

Vg i L 8 — A ERIATENE SR EREE. 7E1I1%
seRkfE, {ER] AR R E7E S R B R 4RAD 25 4R A0 S\ SR FH 3R ER B 7S 1A
8. AAEER, "L *Eéﬁﬁ%ﬁﬁ BB, U TEFESER.

class ELMo(nn.Module):
def __init__(self, model_dir):
super (ELMo, self).__init__()

self.configs = json.load(open(os.path.join(model_dir, 'configs.json'))
salf.vocab_c = read_vocab(os.path.join(medal _dir, 'char.dic'))

self.token_embedder = ConvTokenEmbedder(
self.vocab_c,
self.configs['char_embedding dim'],
self .configs[’'char_conv_filters'],
self.configs["num_highways'],
self.configs['projection_dim']

self.encoder = ELMoLstmEncoder(
self.configs['projection_dim'],
self.configs['hidden_dim'],
self.configs['num_layers']



self.output_dim = self.configs['projection_dim']

self.load_pretrained(model_dir)
def load_pretrained(self, path):

self.token_embedder.load_state_dict(torch.load{os.path. join(path, "
token_embedder.pth")))

self.encoder.load_state_dict(torch.load(os.path.join(path, "encoder.
pth")))

B4, EAIARELMoEREEZHIIED, LURBEANGTF. e
HWXH. FEBY, X TFRBEHAERE, BRTLSTM, R AERHE I
M4&LER), BlaATransformerZE., RERBI HEE, FFW, B2
ATHBERENTNGER, BEEERANEBENSRERTFELULE
MBS HIEF. EEAZFRNIBERAT, ATUEEFERASERFRRFHR
(& FAHIELMo TR ZRAERY , BIANERA I 28 7R Al lenNLPT E &3] R H
BIAMSHESEEREMFTF L (HIT-SCIR) &£#HHIZIESELMoTA
IgRB iz,

LAAI lenNLP (v1.3.0hRZ) 95, ARIELMoFIZIEE A7\ an
T.

>>> from allennlp.modules.elmo import Elmo, batch_to_ids

>>> options_file = "https://allennlp.s3.amazonaws.com/models/elmo/2
x4096_512_2048cnn_2xhighway/elmo_2x4096_512_2048cnn_2xhighway_options.
json"

>>> weights_file = "https://allennlp.s3.amazonaws.com/models/elmo/2
x4096_512_2048cnn_2xhighway/elmo_2x4096_612_2048cnn_2xhighwvay_ weights.
hdfb"

>>> elmo = Elmo(options_file, weight_file, num_output_representations=1,
dropout=0)

ElmoZEZHnn. ModuleREB—NFZ, HforwardiRHBMIAZRE
MR Al TR, Wit ELMo m=5#EiERE. ELMo E=XTNAYZE
BT LURE T ESINZ. ATLLEE], Elmo XU XESH Y
R AB S YL E T Hoptions_ file. FIGERNE T
weight file. #iHBEYELMom&E # Enum_output_representations#l
dropoutitE ., EEFENRE, IFELMoN BT T iifESERET, AL



RE WA EMLE R 5| NELMo[RIE4HIE, Bl ABHIESTE. MNH
FARBMLERELMoEI E R {EANEIREE RZE (stosk) o
num_output_representationsZ A F TiT#li B ARIELMo[aI =Y E B ,
BIAREIZEE AR B . XTAllenNLP ELMo3ZEORIEMSH, 151EE
BIT&ZHE HIRKB I,

SFFEMEARISIA, EifEMbatch to idsBEUG ST ALE M idFE
~, REFEReImoxREmE, REUKEBINT.,

»>> gentences = [['I', 'love', 'Elme'], ['Hello', 'Elmo'l]
»»> character_ids = batch_to_ids(sentences)

»>> embeddings = elmo{character_ids)
>>> print (embeddings)

MBERESHEMAGFHELMEERRAKNKE (FIFR) , &
TfElsR, HKNK2X3X1024 (BRIFHER KN, a—jir“ﬁchr“fuhz
HE) ; LU AT R A REEERE

{'elmo_representations':

[tensor ([[[ ©.1474, -0.1475, 0.1376, ..., 0.0270, -0.4051, -0.04898],
[ 0.2394, 0.0769, 0.4128, ..., -0.16T1, -0.1707, 0.3884],
[-0.7602, -0.4944, -0.53556, ..., -0.0803, 0.0361, 0.1128]]1,
[[ 0.2603, -0.4437, 0.2726, ..., -0.0830, -0.1522, -0.1361],
[-0.7772, -0.4294, -0.2651, ..., -0.0803, 0.0361, 0.1128],
[ 0.0000, 0.0000, 0.0000, ..., 0.0000, 0.0000, 0.0000]111,

grad_fn=<CopySlices>)],

tensor ([[ True, True, True],
[ True, True, False]])}

6.2.4 NHSMM

S5&SRmEERN, siSEmEREE. BN RIERMAYF
EHBFRESER, MAMNEERESEEHERISEN ., XM “EIffE
AR B4Rt RELMotE R I XD EE 2 —. MIRRREINAE
kE, HTaANRRERE TR ETXER, BtkEE—E/EXE
RN, NNTEANABINSHEEEE NFESFHNA, AESTE
ﬂX%Tﬁbﬁ



1 AR A TN ESHHE

RTANARA A K AB, RIAIE T iFfES 5 N AELMoiRl[E &
FHIE. F|FELMoBNHBI A RIS, AILAR TS (B A BE B AR A A fE A
ELMo. f5I4n, WILAfE] EABIEE45. 4. 3R 2 B RS SR /> K48 A, (F
HF HEWMozhZSIa) [ ERIMC AT L, BERBUT,

class ELMoMLF (nn.Module):
def __init__(self, elmo, hidden_dim, num_class):
super (ELMoMLP, self).__init__()

self.elmo = elmo
self.fcl = nn.Linear(self.elmo.get_output_dim(), hidden_dim}

self.fc2 = nn.Linear(hidden_dim, num_class)

gself.activate = F.relu

def forward(self, inputs, lengths):
elmo_ocutput = self.elmo({inputs)
embeds = elmo_output['elmo_representations'] [0]

mask = aelmo_output['mask']

embeds = torch.sum(embeds * mask.unsqueeze(2), dim=1) / lengths.
unsqueeze (1)

hidden = self.activate(self.fcl(embeds))

output = self.fc2(hidden)

log_probs = F.log_softmax(output, dim=1)

return log_probs

L ERGIRIDIERBRIERSIREE (GloVe) $FETE B M ATNE
REIEFHE, XtUE—MREEHFEREWMoEEN G E. ESFRNA
o, RIBEFRES. TEHBBIENAR, TUIRBAARMNAGRREHE
FAELMo[E1 = 4FE. flan, AIAEREREEIFELMoEE 58 iAEE—
HIEAERFAN ([x; ELMo]) ; SEREMMES HREFLMEE
KBRS ERREEAIERNT AT (Softmax F) BN ([h;

ELMo, 1) .

IEORRTC A, #BiRiAkE GaAE) WRSERTEMETIE
i AEFBONKENER; MRz Galz) NREERTE
SHRIEENEENES. XEK[10]3IE T X—/Ri%: T ERBAE



HEAERIR AR EES, FHELMMoE—ELSTMEEMTE_ZE; mxTiF
MGHEESS, BELSTMHERENTE—E.

2. ETRICHEXEYIE X AR R

HSEEER L — N ERIZEA T R4 RS REX T —17
LZXMRFIEETINAE. A4, RIFELMoIRIEER “ ETICHEX" 4
M, ENHREEF—ERE EMEGHKREN. ATRIEX—R, REEK
B 75 A =Xt ELELMo 55375 18] [ 2 E AR IE A R SGHIBHE S ERYSRIL
RS, WA UE MRS 75 % ORI R E B R RIE 7

SCHA[10] AYSEREZRRA, ELMomIE7EIRSGHEES ML s L& B
BOFRIRM. Hlan, R6-145H TR “play” —iHHNIAIPRERLE R
HTELMoZ E R HEXIIEEE, FEAMEES ETXERH. 7
UEL, &EGloVeldREXBARIIMRERZIARERIENE, HEXE
A5 “wE)” Uk’ HEXEYIE. MAREWMoEE, FIARMKR RS
S5ERF “play” 1At AX—HRI LT

Fo-1 ENMELMRE: BAERESHSAEEt 10]
R 1A bliny!

playing, game, games, played, players, plays, player,
GloVe play ;
’ Play, football, multiplayer

; : Kieffer . the only junior in the group , was com-
Chico Ruiz made a spectacular L &l .

e mended for his ability to lat in the clutch , as well
play on Alusik’s grounder - - - }
§ = as his all-round excellent play
ELMo

Olivia De Havilland signed to .- - they were actors who had been handed fat roles
do a Broadway play for Garson  in a successful play . and had talent enough to fill

the roles competently . with nice understatement

6.3 INGG

AENE TS WEENEEZRBRIEL N, FLAELMoAHiFH
TR THIREFIFARARAEIN. ELMoRB IR L EFSZIMARIES A
BESHMREAENSTRBNEM L1527 2R, XA MIBN
T AMITONGIRBNE D, RRM®EL T —MFNBERIES LIEEN
—&THEREFININGETAREF INFEEEN. #3575,
XX MFTAE R IEHERINT AR



>R
6.1 DRAIMNERFFIEXBENAE AR IEEENFFR, UK
HIALE TS e ERmE .

6.2 LIERXHEHRZ XA “bank” Jffl, EFAIlenNLPIZ{EHY
%mﬁ@MWﬁﬁ$ﬁﬁ%¢%ﬁﬁ§,#ﬁmtﬂwﬁﬁﬂm1ﬁ

6.3 SLIETELMoRYIRM#RE, HXTELELMoAN[E]EHI4FEXT TR EY
(ed- 1A

6.4 {EHTransformer IS IELMAR B PRI [E], [REIIE SR
B, HORMNESREFREMN TN FESMHER NS ESLSIMES 28
STEE 3 #7 o

6.5 AT INNEHXHIELMot=REY | FEEITIERILEF) ML JF%E ?

6.6 BT LMFERRNEA T THES, siSiREELaMEEERN
NAAE?



| 7=
&I S =8

BOEN BHIENZIAIE = J7 A CoVe FIELMoIF 17 3R R MER A EE T 2 TN
=, FARBEZNERESNIBESHEZSWIEA T HEE. ME, XL
GPTFIBERT MK RAIE T RAE XL RN HHITNIZIE S 1EE! (Pre-
trained Language Model, PLM) Bt ABBIERIINLARRIER, K
BEEHAENMATINGESREMNT R REEHA/MERS, LIEEXTINIEE
SEBEFE—NEXIIANIR. SRARNTBLGPT AR FZNET B EYIs0F)
FIESEE., BENRETERENTINZIESER, HLIEHAYBERT
A, FENBEERGE. &5, USTHREPNERIESLIEESA
5, EEHERKBNBNGESEREE TNHESFHRARLE,

7.1 ¥hA

FUNZRBEH AN ZBEAESIBTUGE “HE)” FfR. FEiTEVR
% (Com—puter Vision, CV) 45iid, LAImageNet! "4 Jit Ry AFiEE
GBI AEGIAA . BGR2EIFESESR T RIFEIREEM. BEit, &
HEN MRS, BESER Ima—geNeti#HIT—XFIZ, 1LRBINE
ERGHPRFIWMANEGHEBEFHE. AR, SREBEEEPBEIRE
%, FRENBSUEHESE, FREH—P “SEi” BFRESHINA
=, SR AESEERMER. XFEEAMNENE. 1P
FIMESFINE. BX. I8, KEMIIBFEMEIR, IFHEKID)
HHRBEERPEIRAR FUlZEME) - MEANTAKXER, HIRE
EEFENEN (BFrES) 2IF—TaEREREE GEEME) .
MU ENBHRAIUEY, “TullzH5A RRNEBRES IBTIEAY
S FHIAEEAISR .

AT ERESAENZOETNAEFERIES, FIEBRIE



=BG, FGREBERKHNETINIZGIESEE., T X Erm
B S RE A LUZISIR AT AT KR BIE)IZRE S RE, giEFH
B Word2vec, GloVe AXFRHIERSIAICIEEE, UKRET ETERZ
AJCoVe. ELMoZFZN7SIRAE=MRA!, #£20184F, LAGPTHIBERT X FTAVE
T RETransformer URRRE L INGE, ZESREXMIAEIE
WARKIZHH. Eitt, BriEBAEE B P RAINTUINZGES
RAKRZIgILRIRA, FIZIES RN L IESBRITS LIBFENE
FIBHK, H#HIAARIELEERBRIES BT PN ERRZREH.

MRELERI X ARRER, MINZIESHREAER ‘=X Ha—
ABE RREMAFE. BTRNMER "=ZX" HRARNERES

X o

711 REHR

“IMEHRE, »ENHES. " ZEEFIEMFEEHIXARIBNER
7w, MBERNAAEARE LTXXHHIAFER, FIERRREICAR
RV ATLH, REUE %I KMIR X ARIEZINGE— N FaIIZ
BERENE. BEit, FUISEEFEHR “RER” 1 “RE” .

« “RET RHEFIZERNRERZR RS, BREATSH
REEER. X5VNEEBNERES LIERENFERERZ—HAY;

- “RET ZEHRETNIZERNARER TR, NMRNEFE
B ETXER.

ASEFRBRT, NGHEEERELE. BELCBRTLIERET
ERIFMEIEZIFEEMERN. Eit, AFOIZEENESEIIED, BE
ASHITIERRENAIE, NSWMAEERAILMEEE. E, @l
ERERAEE—SHRBREREEENNLE, AMFERERERIER
NG EETRIAES M. S, MNZERRENS, IZEH
ROFUIZIES RN RERHENEY, XFZARRIRLIERANFYIE
FR& Z 8] i H AT

7.1.2 Riz8!
ERTAHRE, REEE—MEUSHRLEHENERE. KB



RARBNIRE—ERRE LEERXH. SENBIELDNGEER, &8
SRENHEASAKR, UBEHIINSIHR. MAEREIE LI
RAES, MRAERERNIR, ATRESERHTHAIRTTERRAER,

MNMTTEREHEABIEFEENENER. Bit, FE-ITZEE®
RNREBSR S SIRIGF A BRI S MEHE. ENSEFSIP, “RE

R’ BERNZELN “SHEX” . Ba, WIRITIE—INSHE
BARRRAE? XEFEZERUATANAE.

- REFEAFRENHITIEE, PURMAKREERAIINZEET
BERY )R ;

- HAREBHRAWELTXER, URDEZEEAREXAGTFE
HIEXER.

ZEUEREEME, ETFTransformer A W LZ IR B 0 B B
ENZESEENRERE. B, TransformeriRB AFESHIFH
ITIEE . TransformeriziLERTHIZ KB FENHH] (Multi-head
Self-attention) USIRIKEITIREEE, Bt UREFHITAIE.
5tEk, FEHHENEGESEABEETHEIFEZMLE (RNN)
MRNNSE EiZBFIIINFLIE, HITHRREERIK. HIX, TransformerH
K%k BAE NGB AR A RR B KEkIZE, FH A
BT Z BN RHEEZE X REEIEE, (FEREEBSEIEMKE
HERTESE R, B, FRTINSGESER T—HISNRER T
Transformer{E 1R AYRY F (R ZEH) .

7.1.3 XEAH

EIMEHE T AEEMAER, BNRXESZHETENXES, W
NHBESIEEBRESUSSI. ATINETINGESRE, BRTAXKH
HMEPPREZFIHTHEIGE—ERAIEE T (Graphics Processing
Unit, GPU) , T BREZHE sk EAIEE T (Tensor Processing
Unit, TPU) . THEHMXAMELNREZ ITERZHITEENN

A

(P SEL

B4R (GPU, BIRER) BAREABTNIHEREZ—.



FHl, GCPUEZRRAEHENER, 2ERTEINENNMNERE iR
(NE7RER) MAT. MEEEPURZLRAEIAR, AEITEREAIMIT
BRERFEXNERAE, TNALUEAERNERLIE RS, RS
LARR AR S U i iR &

Bo, AL FERPRAIERE (Central Processing Unit,
CPU) RIBITRE¥IELWE? EACPUFIGPUIEKIIIE S LB ERE
B9, CPUIEBKALIE FITEREAKIZEEFIFBE:, MGPUEIBIKIEH
1ITEE. BT REFIHNEE T RARENERES KEZBITE, HE
XL EZR LAHITERR, FTLlFalE & FGPUANIE.

Bal, FEREZF TSN AScE &I BIGPUMME R IFHIX
(NVIDIA) . FEFHZXEFHCPURES Z LA % —it Bk 24244
(Compute Unified Device Archi—tecture, CUDA) BEfZSE4FHhAMIEE
ZAVitERE, BFREMUEZMHRAEZIEARAEE RS . KRB

PyTorch, TensorF lowSF I RAYRE F SJHEZR IR T & T CUDARIGPUIE
BYHE, HEETESE. EHRAARALAR, SRR UESEH
WEREFIERF.

BaIT ZWLHREZE IR EF_/EFEVoltaRINEE, HpmA
ANFRHREI S ZV100, HAEREFIMER T ZSEH EREIAE] T125
TFLOPS (LANVLinkhizAfI) . VI00RY N T & gE+EIR &Rt = ELCPUS 20
FLl L, #HESMEEITE (High Performance Computing, HPC) 75
EABEECPUS 10065 A EL,

2. skEAIER T

skEMIEH T (TPU) NI BRFABNAEESI &8 E B ER B
(Appli—cation Specific Integrated Circuit, ASIC) , HI JATFM
IRHEEZFE SIMESHNINZ, BERIAHZBRCPUAREER T AR, iR
ANGiBEE{FE F TensorF low7ETPUNMIR 25 8E 14 L RR M FTE A2 F SIESS
BillZk. TPUIRS THlSRZFEIN AP RXEFEHANEMEREGTERERE.
HING KBRS ZepBREZE M EZIR R, TPURTLUKIEE 452515 2 BL 2 7
RErERIATE), IESRENESHRE. Flan, UaiEEtEEFEe LS
B HHAREHITINERREZ RE, FETPULEREH/ETRIA]SE
Billgr. [EIET, {EEIEIRABIF&ZBITensorF low/RE F SIHEZE LKL X
TPURE RIS XTI 1E, AR AR AT LAE BN TensorF lowtz (AYAPI, FH{E



MO ARRNT BRI TPURE(F EIE1T. BRT, TPUEEX FTensorF lowRE
SIEZR, HERSFEEIPyTorch REZFIJERMY T, EKXHFEETKS
#AEFZ M A REIEK o

E7-1454 7T RME ATPURYAE S Z244[E, B3ETPU v2FITPU v3, &
DNTPURR AR ZE X T TPUIR BBV E R H4FIE, HEAPEIEENTPUZILRIER
. BmEAE (HBM) HEHE. SNTPURE B D 2B EIZENT] F
FIEZEBSRIMKZEED . TPU v2F1TPU v3Z BRI B M XTEL anR7-1FR
No

55 NGPUSEL, FIABIEF LA RITPU Pod 218 iE % F SR M 2%
HEEENZTPUIZE. TPUL PR ENERATPUIRE ESECHLEEE
SIT{Efagk. FETPU Podrh, TPUGHERE EEIZE, RNBEEERHEIR
MEEZE, FEibtshZBERBRETTZENCPUS N ML RIRE. HTPU
v2FI K BITPU v2 Pod B H s E512NTPURXIL>F14 TBRYEATFE. MTPU
v3 PodA[it— 32 0 BIRFA E 20481, FHHIBHEIX32 TBHEA
F. BTALUREEXE HMAE, TPU Podth 2 BEIIZE KRR
NEIESHERNEIEREZ—-

Core

d Core
b W

L] [CEIF]
13 Ll

)
wenee B = 24
b e
Ld
-
il == e ¥
| F. o8
»
e -
>
.
i -
ey ' ~ Y
F T

E7-1 # Ay B TPUAY A8 14242 4 1

271 TPU v2FATPU v3z E|gu/E MExTEE

Bs mEY #SRREod §BOAT BRT  IFREHRED
TPU v2 4 2 SGB 64 GB 180 TFLOPS
TPU v3 4 2 16 GB 128GB 420 TFLOPS




By, TPURBEBI SR ERSERINEER, TEKRPU—EBITR
MafE . —3KTPU v2EVE/NEJ(E Bz =4. 55T, M™TPU v3E8%TT,
MR AGRR. T, MTREETPUIA AR, ARARELRN
ColabZEZkdmiz ¥ B2 — MRFAVIERE. ColabE—PE T Jupyter
NotebookEYRI3Z BN ELmIZT &, HEIH A A% ZE{EHCol abHyE
RERRAS . FA P AT LK F — K 3 {HIAGPUSL & B X TPUMUR E 5 S B X AU St
3. RRSGERYILE AT LT E]Co | abMH X kT AR EE 21¥1F .

7.2 GPT

OpenAl ATR)FE2018FRY 7 —f4E =Tz (Generative Pre-
Training, GPT) *ﬁi’mﬂFﬁ%?ﬁﬁggﬁiggfﬂﬁgﬁ:%ﬁl‘ﬁﬁ%, ERXIEHE
RIBSLIBEFAN “TUlNE” B, “FTuEg” BFHXEKREF B EXNE
RIS ABIBLUN B RERENEERZ S EEERNLRIEN R R. [F
B, GPTROLINITHE T BRIESLIBEEMES gvEE L2, (FISEE—
MHESFEESHEAREESNIERELNBEETHREEZNESE =R,
AEZRBESMANGE AN XLETNIZIESRE, HEEEAE
— N PEFMR. Eitk, GPTIRE T “HpaNilg+#] 7l ESHE
A7 EAREBEIBHTER, FEEAEBENIBERENERTSABE

2.

* ERATNING: ERIMEXAHE LNZ— NS RENESE
A, NIFIJEMFERNLTXIEE;

» FRINESHE: FIONGFRIREEER TiFESS, FHER
BIRERIESF S FIRINES.

ETRIGAFAENERT N RCPTIREL, FRNMBPTRBIWE ALK
HINETE, RENRPTREAERE THFESTHINA.

7.2.1 EIEEfE

GPTHYE (AL B — N E T Transformer VR EIESHRE!, BINAZE
BRI ARER, WNET7-2MT7R.



p& 5L {EETHR
. . 2

'T' [ Transformer Block ]

12x

. s
| Transformer Block | o
| Transformer Block |
AN -

| ARRE | %

K 7-2 GPTaY B AR A 254

GPTF A EMIES BRNAEMUBEXAKRFT =X, + + + xH&
RIRSAME LTS

L7 (@) =) log P(ai|zig - T:1;0) (7-1)

A, kFRFIBSRENEOXR)D, BIETKNFAEREY - - - X
TN BT ZIAYIEX ;0 RINMEMFIREINSH, AIEHRENIEEE
TREEMIZIUSR R .

Bk, GPTER T % ETransformer (EREBIBIE RGN, T
4.4. 3T EZENL T Transformer A ERGEH, HIbXBAFEAR. Xt
FREAMEDRFTIX =x_, + * - x, BEUATARITEEERR
P,

W = e, W* 4+ WP (7-2)
A"l = Transformer-Block(h!'~"), V1€ {1,2,---,L} (7-3)
Plz) = Sof’rmax(hl”WCT) (7-4)

x|V
s, € € ROMWiee o wpmmmmss,

e X —_ nxd — [ OO =
we e RV erimmmiers;, W' € R sxpemaen
(A REEHEO x/ NN EFE) ; LEXRTransformer NG =
%&0



7.2.2 BRETNHESHERE

EFINEMEL, GPTHIAXARBIBINGEE T RETransformer iy
BERE, BXZERETXANBERIEXN TR R, 58 (Fine—tuning) BY
B EBAIBEX R RIEM E, RIBTH#ES (Downstream task)
FYF MR TOURERD, F S5 THESHEREMEES, LK EETFR
TFESNBAMR. #FETK, BN BUmNEFISFRIGPT R F £ SEFR
B TFESF.

TiESHEREERHAMRIRERTNERMMLN. BRI THHE
FHIFREHAERC, HPEMEGIEAR =X « + - x MAREIKE An

X AFS, SZXMAREAY. BRRFXRFFTIMANTIIZAIGPT

[L]
th, FRBE—ROBE—MAMRMERERAE Y, mR 7-3)
fim. SR, BERARHEBLI—ESEEETR, MURLN

2
3L o

P(ylry---x,) = Softmax(h[‘[‘]Wy} (7-5)

g, WY eR™ erompmeows kERFEM.
B, BT THRL BB AT HES.

L7(C) = log P(ylzy - ) (7-6)
(.y)

H, AT HE—PRABAGEEDBERMUARSIERE, AJLUE
T ESE R IMA—ENENFTINGESRL. XEBENTERE
TES B AP B IR MM IES (Catastrophic Forgetting)
o)fE . ERETHESEAEFES, GPTHIIZG BRI ESE
B ERR, EiRiARHRME. FEit, BLSITINEGM B E S RYE A
WS BESIEMR, ERX—EHBAM. BEEES THESIERE
R MFINEGRESHiL, ATUAARMEHRREN RO, ERL T
1§?§%E@EH¢1%%—EEGEFH'I§O AXFRMAF, ABEE R EET
TEESS

L) = £7(€) + 2L™(0) (7=7)



s, L wrmEEsns; £ SrmlsEshs; A&
FIE, WA GBENTLO, 11,

45304, % A=0rd, L7 —IEM, HRAGHEEESRL

LT e FisEss. ma=1t, £l AOHRMNE. B
R, BERE 0.5, EATEE T HIS0EER, TEA0

FEBM AR IREngs, Btw L7, m L e axEs

HTIEFERANERY, BEERERR £, ELEE 1=0.5
5 ANSANAEMNE (FRRESZ ETaEE—ENXS) .

7.2.3 BRI TFES

7.2. 27341 T GPTA N E S BB A MUE. (EREESZER
ARSI AMEE, NAAREASEESEEPTIMAR KR A—
[BlR. ATNEBRES LM EB TS FEGPTHR AV AL 2
N, HpEE: BAXATE XAES. BUEITTEMEERRIEE
fi#, GAEI7-3FF7R.

xxax [Am | xx | ex | wp o e exmm | >Ce2D
wxms [ mm | mm |smw] we | @x | wp (arr o senm G
[7m | 3% [omn] x#2 [wx | ap [ crr o 2588

+ -
| Am | wx2 |omn]| xw | on | o (cr e cEse M

| i | mmem [omes] @m [ wm | wp [ oer o 25um
Bnse [ 7% |mmam|smn] 2w | uz | wp (ot | zaum @

[ 7 [mmam|ome] smn [ u= | wp ( orr }>{ 228m

R

B 7-3 GPT /&R R T st 4 49 2 Al
(1) BANADE, BAXASLRRENWBERESLIEES
Zz—, HEMABHRENXAEE, MBS EFREER. RN
Ax=xq = 0 x,, BAIXASAREGIEE N TR BAGPTH,

<S>X1X2' o Xn<e>



A, <s>FTRFEHRICS; <e>RRLZLRIFIC.

(2) AES . TAESHMNGRE AN, B3R

2Rk, FTHRE A S QMES LR, BETENE, XAES

thpyETHE (Premise) FOR1% (Hypothesis) BBFHY, BI7ERRBHEA

EEERG—H, BEIFLAEE (BIEfERTst 2 BIarea) .

(1) — &), &l 2) _ (2 (2)

B AEAEBSRR T — T I g = a7
 EYEE IR R GPTH.

<s>z{P M o 20§22 2P L 2 es

X, $REDEIRC, BTOREMAEEIA; nFindBIFRxRx (1 F0
x 2 KR,

(3) HBIVEE. B EES R AMR. BS54

BAEEAENE, £5HIE BB S EREERFER.
_ I (1)

EE R ke sy T =2 an

(2 ,.(2)

1o m s R RMINGPT R, BRI ANMERIY

BEEETR. BANKEMNESRETEM, BT —1 2R

EIDVER

@ =5

<s>zM 2 . g W $zP 2P . 2@ <
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2, #FEEENZMNMEIAPEEL )X M IERIEIR, EERE (B
=, B, &) /EAmAN, UERENAESIEATRE. RIBELDRES
X, BEEEHAp=pp, - * * P,y BREAG=qa, ¢ 0 q, SBiIE
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I)Jf'jjj . F e P HBIRNAETIANN S, HiS@ES TR
GPTH .



(1) (1)

1
<s>pipr - PaSqge o gn e’ ) <e>
2 2 2
<S>Prpa - Pn$Q1 qa - Qm.$c(1 )0[2) Cg:)<e>
N N N
<s>pip2 - PaSqiaz - qm S SV e oY <es

¥ (RE, BR, @EI) AN, BEPTERSEN NGRS
Ba&Rr, AET2ERESEEMENNGS. &E, BNTIEDRNG
DitE, BidSoftmax B HISEI— AR (REF) , HFEERX
CERE SR =B

/.3 BERT

BERT (Bidirectional Encoder Representation from

Transformers) L['812MHDev|inZE AZE2018FERHHETRE
Transformer TN IES 28, BERTA X AR FIAH T KMETLFRFEL
ZF%T_??E;E&EP$§E%§XE%, EIFH—Z IR T BAES L IEER
HIRE .

RX—TFEENEBERTREER R, AP EEMNERRTINIZE
SUAR PN HMAUNGES . &E, /r@RaAF FABERTA KA H
RIBSNIRES LIREEERNARE, HAESKESCIHITER.

7.3.1 Bk

B, MNEBRIEEMNAENBERTHITNE, THEEAKRAIAERED
7, REFNENEIMIEMN L. BERTRIRKIERZRZE
Transformer#3fY, BIEMNFUINLIES: HIEBIESHEA! (Masked
Language Model, MLM) FOT—a]FFi (Next Sentence
Prediction, NSP) , NE7-4Ff7.



BERT

o) (7] (7] o) (7] (2] e
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XA X2

B 7-4 BERT 89 HARA2 A 25 4

AIUES, BEENBANBEESIAx (1 fix @ BHEERK, REE
HBERTEIREFE| L TIBEN TR, RAFIBHEESREMT—1MaF
onl. EEFENR, BIEIESERENMARRNFZEEFINEK, AL
—E AW RN AR . M ~—PMa)FiumEkER MmN M
ExSCAR., FEtt, BERTZEFUINZRM EXBUSI AL R G — S AR ER SCARHHR Y2
No FENRNBUMAIAEL L AEIR, S NAMARR.

7.3.2 MIAZRIR

BERTEYAIA T~ (Input Representation) FiAl[EE (Token
Embeddings) . R[@E (Segment Embeddings) FI{iE[c)J= (Position
Embeddings) <Z#14ARK, TNE7-5Ff7R.
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B 7-5 BERT& 3 N & 7

RTIHEGE, 7EBERTH, X=fmE4HE e, EAIBEIT
NITEMANF I N BN TR Ry

v=v"+v° 4+ (7-8)



N, VIRREEE; VRRREE; VWRTUERE; =MEE
HIR/NIANX e, NRRFIIERAKE, eRnaEEHE. RN
ARX=MEENTTERZ.

(1) AEE, SEEMEMERIIANN, BERTH AR BLLEH
AR BN AR AR R, B, BB
lxtpimmmeEsrn € ERVY  aymmmmesieon.

v' = e W' (7-9)
strh, W'e RV e mammmimmsie, |v|ERAEA
N eRFAMBLEE.

(2) REE. REEARBEHFNAETH—E (Segment)
EINFS R EMAT R %D (Segment Encoding) J94EiiAFR7ELR
BFES (MOFFIEITHED

5 © HEMAFYIZENRE (MBAXAKRTER) , FAEIERELE
590,

© HMAFFIZADRE (A ARTE) , BT aFhET
1A N YR ERRS 790, 5B = AT EMEX RAYREE A1,

FEIENE, [CLSIHI CAANFFIFRE—IHrC) FME—IR
ZRALRY[SEPIL (AT R ARIRAFRIC) RIREmADII90. Tk,

FI Rk B EEEsmn e € RV Plawysaneg, sanns

VT
vt =e'W?* (7-10)
s IS|xe
e, W ERP o ommsrmessr, 1Sl xrmy
B, oRTREBLE.

(3) [UEBEmE. MERMERRBDEMANENIE. FENF
SR E MR E TARINF ORI AN ER ARG, T—%, FH



(B B B g e € RV Y wwmysmme, B
EE=EVP:

P = ePWP (7-11)

strh, WP ERYX s B BRI, NERRAME
K, eR B RBUE.

ATHEFE, EEMANRRENFRER—APHAR (7-12) .

X = [CLS] .'1.'5”.:'.{31} .+ ztl) [SEP] .!'&2’.1'.{_}2] .o+ 22 [SEP] (7-12)

ST EERMRIBIAFIIX, 2PN TAESRIBERTAIHIAR RV

v = InputRepresentation(X) (7-13)

s, VERVC s \ S TEMBAHEER, MiTEE. th
ARAREEEZN; N BrRARIIKE,; eBRBNSRER.

7.3.3 EAXRINEES

S5G6PTAEIHIZ, BERTHEBXRAESGHWETEEAMIES B8R
%, MEaSIANTETBES%HA (Auto—-Encoding) BIFINZGIESSHITII
%, BERTHEATIIZESZSHBHEIESREM T — M FIlK. T
EIFERANT BN ERTNEES

1 RS RE

EGETEHBERBRMNESHEERAENEES URFED &R
MNEEE (EF) BEXARFS. IREREITINFEZEREFEEX
x, WeSBEEME. MFERFRRE AL BRI R
X” i, SR, BFEEERE “RE” RYERTUY “HE” 8
1a. AIRX_ERAEERERN < FEAENFERR “RE” fECSH
WFFEIRRE, HAMESEEHRT NS FEEPEZESE AN,
maEEEd “Hse” RN, AMESEMESHEETFIEEE R,
TOERFIRBREXER. MTHEFER, RHFEBERIFEURE)E.



T XMEREAFE, EROETIREIAVELMoAREIR A T IR Y RT =) F
[ERA MBS HE R,

HTEESSISCARW EERE, BHEEZIaFonE kT “Hh
57 1 “R3EK” , BERTSRA T —MAUUTRIEST (Cloze) BIMUE, H
MRz EIIESHREL (MLM) o MLMFUIZ(E S EIES A\ STA PRI ER 4
BIaERE (Mask) , HiBHERETransformer 2B [R R EIE, WM
BT WEIE S RETRANEEME O, BFEHEREREEDIEEE
B ETEBR R R AL E AYIA) .

FEBERTH, XH T 15%RUEHREELHI, BN F5I15%HIWordPieces
TR ERD, LEmet, HEAMER [MASK]#Ric B R B iR AR RIZ AL
EOHE., AT, XFESERFTUNGEM R TS EMER 880
A—5t, AAARNTIANG IMASK]ARIEH A S ESEFRI T ES P EH
WM. ATEMRINDEE, YXHaANFFELER, HIESREESERA
[MASK]#RiC, MR EFUT = MIRIEFHI—Fh:

« LIBO%RIME R E A [MASK]FRiC;

« LU0%HIE R B iRk I EE— N FELIE ;

o LUI0%HIBERRIFRIRAT, BRI,

FR7I-245H T =B ARG, ATLER], HETN [MASK] R
BN EIRET, RN NEZEBRYTHRAE CFIAYIR, EEHTE
BTN E C EHYE, WNMIAR TN EESEERENE . £ 7 #ENLM
FTUNEESHERGER, BTRNABEZIERE.

F7-2 MLMESZINZAEAR R

b The man went to the store to buy some milk.
80% HEZE A [MASK]  The man went to the [MASK] to buy some milk.
1090 2R 3 1R A FEALIR The man went to the apple to buy some milk.
10% BEERIFER The man went to the store to buy some milk.

(1) wWANE. BTHBESHEEFAEKRMA—EESHERE,
ATHRFGE, RRRBEAXEA X, + + + x, BiEERGEREE

BRRASAN D172 T TR AMT, Y Rna



BEAAIEENE I MA. MHERERMAXAHITATAIE, S2BERT

X = [CLS]z} 25 --- z, [SEP] (7-14)

v = InputRepresentation(.X) (7-15)

R, [CLSIRRIXAFINFFIEHIFERFRIC; [SEPIRRIAFTIZ
18] 43 BRFRIC

FEITENE, WRHNIANKEENNTFBERTHI R AR FIHCEN,
LEIZANTHRIC (Padding Token) [PADIHHEEMIAN ARG, EZEIAF
BERTRUER K FFIHKEN. Blan, ETEHGIFH, FRIZBERTHIZRKFS!
KEN=10, MMAFFTIKEA7 (BAMFHFRICN Ex Exs) , BTEE
NS S 7775034 [PAD] #MSFHRIT

[CLS] xx,x3x4x5[SEP] [PAD] [PAD] [PAD]

MINREMNFFIX HKE KX TFBERTHI R KFFHCEN, EEHA
FF5X& T ZBERTHY Bx K IFFIHCEN. flan, ZETEAIFIF+, FRIZBERT
R AKFIHCEN=S, MMAFFKEA7 (FBNFHRIRCH L ZE
x5) , BmEXTFEIIERT, FEMFY] GaNFFIFER2DFHRRIC)
KEL 3.

[CLS] X1 X2X3 [SEP]

ATHRGE, FEFZIATIFIC [PADJRIALIE, HEN Rx&
RFFHKE

(2) BERT #wi3/Z. 7£ BERT {wiZEH, BERT BUMIATTRR v &
T L ETransformer, BB EFE NGRS ZEIXAFRERZIE
AUIB X kB, BT Transformer UZmIE 5758 7E4. 4. 3 ik, b4

BEL,

Rl = Transformer-Block(h!'~"), vie {1,2,.-.,L} (7-16)

XA, hlll € R > RREIETransformer 2 & Eit, FERH
Ehll=y, PURERX (7-16) HTEEM. ATHESE, BEES5EZ



[B)RIFRICH B
h = Transformer(v) (7-17)
X, WEREFE—RETransformer B4, BlhtH, @3 Fiky5k
Bac AL TE FER P € RV gaukmeeRTIE SR

3

Y

Kt 15

1 Al

(3) HMtE. ATREIESEE NN ARFRERTIREITT
RRIE, AEHFAFETVOAXAFHEMIE, MAFRUSE

HRME. Fgge M= MM, ) e pe s e
ThE, KRR ABEYNE. MBI CAKE NN, HBEHI15%, T

h=Inx15%] pe yeaMagrsh T AANFFIEE
TYELERh MBI RNER, HER SR TSR

%Egﬂ_T hm c kado

EBERTH, TN T e RIS & R4k f dAElE], T B3R T
g W ERC (w7 oy wmermetaiIRsE. BT
fgi% ;1; i ASE Y, B TR I B AR LR
E/u[:,; 273 Pi o

P, = Softmax(h"W*'" + b°) (7-18)

seh, O ERV s ammpmpe,

&la, EREAEBEMAEMNNNBRS /P G, Shky, (BREIE
xR EERR) HERXNEHK, FIEESY.

(4) RIS, 77 EIEEMREMNFTNZGIES B, A%
tHBERT[R iR BYE BMLMIIZR R R 737%, FIFEN EEPRIERBRE.






for index in cand_indexes:
if len(masked_lms) >= num_to_predict:
break
if index in covered_indexes:
continue

covered_indexes.add(index)
masked_token = None

if rng.random() < 0.8:
masked_token = "[MASK]"

else:

if rng.random() < 0.5:
masked_token = tokens[index]

alse:

masked_token = vocab_words[rng.randint(0, len(vocab_words) - 1)]

output_tokens[index] = masked_token

masked_lms.append(MaskedLmInstance(index=index, label=tokens[index]))
masked_lms = sorted(masked_lms, key=lambda x: x.index) #

masked_lm_positions = [] #

masked_lm_labels = []

for p in masked lms:
masked_lm_positions.append(p.index)

masked_1m_labels.append(p.labal)

return (output_tokens, masked_lm_positions, masked_lm_labels)

2. T—a)FFunl

AMMFONIZRES T, RECZEBIRE LT XL RBIEIR 7
1A, AWM S E TSR ARRR. AW, WTRIEERE XARES
FHREMEIMA N ANES KR, IKREMMTEZ S S AEEA
MAZERKER. fBlEn, FERIZERESS, HEFEXNFEM0)ME
1R, NMEEBRBIEEMNNESR; EXRESEST, REFESH
MARREX A (RHRAMRIZ) RS XA,

Etk, B&TMIMESS, BERTESIATEZMMINGESZT—T—
A)FFN (NSP) 1155, UMEMEXARZER*XR. NSPESE—1Z
NEESR, EEHEAFBETEAFAN T —MIFE, HiZGHEAR




AT HR~E.

» IEHAR: REBAXATREBIBENAF “@FA” F “AF
B” , Bk “T—NalF” X&H;

- AR ¥ “A)TBT BMGERESEE—THMaT, BY
B “ET—NRF” XK.

NSPESSBARRYIE AR A EL BT E: 1. FRTNSPAESSHNILIT IR
AR, Bl LRGEEEBBNEMRENINEGER, ABLATLE
E— P RmEFIMES. FR7-34GH TNSPIESHIEARRS,

<7-3 NSPAEFEHIHEAR R
ERAE ke

S#—E A The man went to the store. The man went to the store.
FEA  He boughta gallon of milk.  Penguins are flightless.

NSPAESSHIZIE G ASMMES KM, FEEERML T EAFRRXA.
THEEXINSPIESHIER R TIRPA.

(1) wWANE. MTHRENZIHEHELIEFERIMANIAR

(1)—33(1) WM
e _x(2) [N ¢))

RITINTAIE, SRIBERTAVMMIANR RV,

X = [cLS]aMzl" - - . 2V [SEP] 272 - - - 22 [SEP] (7-19)

v = InputRepresentation(X) (7-20)

A, [CLSIRRMAFIIFIREFHRATIC; [SEPIRIRNAFIIZ
B 53 PRARIC o

(2) BERTZ4RFZ/ZE. 7EBERT/RIZEF, AT RVETLE
Transformer B4wAS, EBIE;FENHLEIF 7F I XARFPFNMFZ B HY
BN KEL, RABRMANARN ETEXN R

h = Transformer(v) (7-21)



N xd
Q,;EE'”’ h € RYY " wmn R ARFIKE, dRRBERTHIES
EHE.

(3) Hith/E. SMMESAERIZ, NSP{ES R EEF|REA
Ax VD BEHEEx OV WT—NMaF. ik, 7ENSPESH, BERTERT
[CLSIIRIPa & BRRHFITHLTUN . Bikth, [CLSIIMIPES ERRH
ETENFTRhEIE N Eh ik, E A CLS] 2MAFFIFE—
tE. SR [CLSINME S ERRh/GE, BE—12EZEFUNMRA

satsamel € R

P = Softmax(ho WP + b°) (7-22)

dx2 0
mﬁ§¢,‘““”§ wreEERnnE ¥R srenne
\ Ho

&g, ERIDEMEP 7, SELDRIFZyITERERE,
FIRASY,

7.3.4 BEIINEKES

BRY DRBIBEATONZRESS, & ADEMMESS #9200 T ARAR i i
%ﬁ})llzﬁﬁc%, A —SHRF NG MER, ATIZHE L B MFEZERICARE
MER.

1. BiRj#EHg

AEMMES S, S/ BRI EWordPieceFia (FXXMEF)
X A EFE—DORE . Y—NERER D WordPiece Fial#i
AT, (URERBIEBHIS TR ARG TN HEEALE X MR
WordPieceFid], FHE—EMIEEME. E7-644H 7 X o) — 7w
f5l. FEE7-6 (a) &, FHEREFFHEFHEEERD (WL MIFRIE) BIIE
oy ‘R, ERER—NFE ‘¥ AERGERIREM. mERT7-
; (b) &, #HBATENWAENZIRFIAERZM, HITRIEHEESE



e

T M

HMEMEMITREB. HEMM M TRTFB.
(a) LS ke i (b) LU A et i i

B 7-6 WordPieceF 1313 ;i 5% o) 2 7= 17

#IFHEEE (Whole Word Masking, WAM) LBl 45 1F S HOIR H iR
TWord-PieceFia{E 2t FBAYM)RL . EEIRIEIEH, IR IGRHESZMM
EERMECE, (NEHEBAERN LM T s, BB EAIRWordPiece
FiA T AR, BIE—PERER I WordPiece FIAIMIBRLET, BTi%
W EMFIRB SHEE. 77440 7 [RIGMLMERS AR 5 AU XTEE
. MBIFRrIILEER, BRigHEEMAT, SN FRA2EWEIEEMR
SIS A, TAERIREEMA T, HIBEIE “philammon” BIEFBF
ﬁ;mﬂ”‘ﬁ#mW$HHHMm"%§Wﬁﬂ(##%?ﬁﬁ%ﬁ
) .

FK7-4 [RIGMLMEERD 0 R HERD A X Eb 7R 131

IRtE R F the man jumped up , put his basket on phil ##am ##mon " s head
[RES4ERS4I.  [M] man [M] up, put his [M] on phil [M] ##mon * s head
FEE RSSO  the man [M] up . put his basket on [M] [M] [M] ' s head

(1) IEFAIEMREZIRIEL . AREIESRA DI RIAHEIDEENIE
RA N HHEIEER{E, BENEHRg[MASK] . B AMEHIRFREEIR, X
= FRER BRI R H p—, MR RIS FA IR AR
[MASK1#RIZ. [EIRT, HEFHRIE, RSIBMASFRILBFRNENTF
TSI AR E— M. AT, SEFR_E7E/RARBERTHRAYSCINFHIELNILE .
TEAY T — M EEEEniRETREY. AEFEa,

there is an apple tree nearby.

2 3dWordPiece T ialzs LI /g,

there is an ap ##p ##le tr ##ee nearby .



m"ugiuﬁiﬁj “apple” %&t}]ﬂg “apﬂ “# #p’! “# # Ie” ,
m “tree” WHIA “tr” “# #ee” . BITTRMMEERLERUT,
Heh5iparRlSkr “RERIE" AN, [RANDOM] A “Eik
ABEHLIR” BIEL.

there [MASK] an ap [MASK] ##le tr [RANDOM] nearby .
[MASK] [MASK] an ap ##p [MASK] tr ##ee nearby .

there is [MASK] ap ##p ##le [MASK] ##ee [MASK] .

there is [MASK] ap [MASK] ##le tr ##ee nearby [MASK] .
there is an! ap ##p ##le tr [MASK] nearby [MASK] .
there is an [MASK] ##p [MASK] tr ##ee nearby [MASK] .
there [MASK] [MASK] ap ##p ##le tr ##ee nearby [MASK] .
there is an ap ##p ##le [RANDOM] [MASK] [MASK] .

there is an [MASK] ##p ##le tr ##ee [MASK] [MASK] .
there [MASK] an ap ##p ##le tr [MASK] nearby [MASK] .

BITHREBIAEERE RN T

there is an [MASK] [MASK] [RANDOM] tr ##ee nearby .
there is! [MASK] ap ##p ##le tr ##ee nearby [MASK] .
there is [MASK] ap ##p ##tle [MASK] [MASK] nearby .
there [MASK] [MASK] ap ##p ##le tr ##ee [RANDOM] .
there is an ap ##p ##le [MASK] [MASK] nearby [MASK] .
[MASK] is an ap ##p ##le [MASK] [MASK] nearby .

there is an ap ##p ##le [MASK] [MASK] nearby [MASK] .
[MASK] is an ap ##p ##le [MASK] ##ee! nearby .

there is an ap! [MASK] [MASK] tr ##ee nearby .

there is [MASK] ap ##p ##le [RANDOM] [MASK] nearby .

, {/;_EJ?EQU:W%E, LB R, ARIARES, SLEHEE
*AERT,

« BRI FIR S I AL TE;

| TAMABARITG =, FTRRA—MHORESR (S

© FiAl& B A N MERES.
(2) HharEEERS . R FWordPieces iagERT, FITIEUFEARIE



Y197, MABFEEXXHH “Fi7” B2, EAPXARHFZESHAER
BE, F—RERYFNTBERESEERKER. ERGPXEEL
B, YARKBESZ1EF 3518 (Chinese Word Segmentation, CWS)
AIR, i ALLRIARNERNFS. Eitt, aEHXEIFE (Character)

R AE TR HIWordPieceFin], A LA FAEIRIEREFIA

XEFEALTPTE (R3.27) XH3i#iTaiR. it TR
B, s/ NENMAFETRIE, BYH— P AT EZHERER, B
FiZANE M FH SIS, R7-5480 7 AP TIMNE TR EIEMLMIES
ANEE R AL B X EE TR 1 o

R/7-5 I EIRERD X EL 7R f5

[REAF (i G BRI E F  — 1~ i (Y e

th3r 434 {HFT T B Sk W T — A 16 64 R
[REAHERDEN i (M) 5 5 (M) B 3k (M R — [M] ia) A% HE 22 .
ARl T E S (M] M] 2K M] [M] F — 4~ i B HE R

2. N-gramizsfg

AT H—SIEERANESETHRCANTREES, S REBRER
EEEAH— S RRETFN-gramfIiBIBESER, N-grami&id (N-
gram Masking, NM) BSEE, MEEBXMERFEESRIN-gramX KiF#1T
B, HEXKRATLREHREANET. SEIENE, SEIBREEM, N-
gramB MBS RN IZEEM (AR SN EFEEnarE i
2) , 1B{ASR{FERZIWordPiece 718G BIFFIE TR BN .

AERAWEIES RS, FEERANBIERNALE, MEN-gramiBiLiE
SR8, FEH D IRFFELANAFER. L, TLUELES T
H2EE1¥ (Statistical Machine Translation, SMT) HAJ%51EZRIMEN
(Phrase Table Extraction) J53%, MiBRIEEIMEE S5EiEL,
AT, ITFMINZGIESREFEANEAIIRIERKIR, ST BEIER
FEEFEME. Bk, XBEEYc0uiZEAFRIN-graniEiL 519, HE
KIRIERIZW T

© BERIBEEMEFE SRS (Token) B MNIZMIEH;

© HWIETEAFTEMLES, H—DFIEIN-gramfJHREEER. LR
R KB E gd-gram. T B RIELEN-gramfIEWAEIE FBUL KL



ARRVERKR, LA IMETERIBERASHE, STEERMARBERMEL
f5ign, XfTFunigram, RA40%EIEEZER, XtT4-gram, RA10%EIHEE;

o SHZARIE R EZ FEHIN-1MRICHITERL . LA EN-1/MRICHET,
LA1R)35 R

) - EEBSEER, B izN-gram, FHXT—MEEIRCHITELF

3. =R SRR AV X 5

BIESRE (MLM) | ZZa#8e0 (WWM) FIN-gram#EhD (NM) =Fh
BRIz BEE—ENHKREE—ENX7, WNR7-6FTR.

R"7-6 ZFMERL R RS X5

MLM WWM NM
H/NVERSEAL (232 ) WordPiece 11l WordPiece ii]  WordPiece f-iiil
T/ MAERBEALE ( har ) £ r e
HR AFERSEAL (33 )  WordPiece ir i LA~
iy ARG ENT ( L) e i) ZAF

FEFIRANE, =B REREZIE R TN R, Xt
FTRFESHARIERRMN. BN LERM—FErREg, TihEssiEE
% idWordPiece 3 iA /7 A EIRMIANFS. Eitt, ZidPl E=FE
%’EE%@JE@BERT*E&E%EIL)L%%%E?%E’\J, B T # T ] T S IdE
AR

7.3.5 H=AIXSEL
BI5, Bd%7-7 7 WBERT 5 kST AFR RIS AL MR

%7-7 BERT. GPT. ELMoFiWord2vecZ [BIAYXTEL



TEEm A BERT GPT ELMo Word2vec

KA EE by Transformer Transformer Bi-LSTM MLP

AT % MLM/NSP LM BiLM Skip-gram 8 CBOW
HERE ) AL i) e fig L i 0L i
M s & B i

S8t kK x i /I

e B e i & 1] i h
ROHLN TR TSk + BOE TGS + BT RRIFR R il ] Ji

7.4 FZESEER N

7.4.1 ¥k

AL AHRMEOIINGE, TLUEMIGESRENBESH
EHENTRESS. BE, IKESEENNARAD ALUTHEM.
E7-745 4T PN A 7 R E

SRR

*
T ESEE

&

WUMFERTREY. RS ES Big Bl B
(@) FFIEHEIRL (b) HERLRYN]

B 7-7 BERT&9 P4 2 ) 77 X,

o PFEIREN: {NFIFABERTIEHUMI AN ARFFHE, F XTI ETIGE
XK, MBERTAREASSHIRESHIIZ, BIBERTERS RiFH{THERD
(ZEERE) ;

o EANEE: FIFEBERTEAN THIHESEERIR, £ AX KA L
TXIBX R, HS5THESH%L. ETHESESSES,
BERTX B S #iHITE#h.



YR ZEZSEEIRREEHAREM, FHERBENEE. [
B, EATMINGZIESREANSETIFESHIINEG, TEIZEERE _ EEXTE
5. BEXfEEEE—ENiHa, BATMINGESRELSSTNHFES
BIZR, KB IERBETHESZSHITER, EZKRET NHESZIEERL
wit, H—E MK T EEWE.

MR IRAG EREB RS FAMIIEESREEANSHEFZIE
S TFES IR, EINEKESHEES TR ESTEEMER. B
AHER A A —ER R, EEERMINGESRESSTIHFESH
2, FRUAEZEERNSHFHEUFHIREEHMFNMHE, HEMmE
RENZMER L FE—ENSSE.

ITLEEE SR, LIGPURITPU AR RIS M REITTE R ZAEH K, TENL
HEMEEE N ERE NEEE THEHNEA. ERESHIGPUFITPUE 7
D EFRAEAREMNITESRE. FEi, B AXSLEHIERA, &
S E R RN G RN R BE M TR G E. Bk, FETkRY
%Eﬂ%@ﬁiﬁw,ﬁ%ﬁ%ﬁ%ﬁﬁﬂ&$ﬁ§%%§ﬂﬂ&%¢
YN A A,

THEESMMERF ERIES LIBESZKBHAITNR, SFREAX
R3HE AXXARTE., HIEEBRFIFRE.

7.4.2 BRIXAETE
1. RS

BAIXA4ZE (Single Sentence Classification, SSC) £ 2
RENHBERESNIEES, FEBWMANNEKTHRAEER. Flan, 7
R HAELSST-2100 ch| EEE P AN A S EAEE G, Hi15
Haom “BX g “IeX” 7AEFREFH—1. NMABERTAMIE R AT
SERESHREBMANE. BERTHRBEM LML B, WME7-8f
Ko BETREXIEFMESIEMND, HBIRBHE—PIHBNAGE.

(1) AR, TF—NAEAEWZIWordPieces3iaFHIA]
Fxyxgt vt x,, BT TIBSEIBERTHIRIEHIAX. FETRERA
;ﬂ\ii_ﬁﬁi\ REIEFEFEFNLE [ EFEFEXT BRI A XTI TIRET, 524

7NV i



X = [CLS]zy xy - -+ x, [SEP] (7-23)

v = InputRepresentation(X) (7-24)

AH, nRRAFKE; [CLS]RRIXAFFIFFIEEFHRFRD;
[SEP] TR AFF 2 B 53 BBHRIC -

DEITE

BERT

EEE - EE
\

Y
P

K 7-8 A FBERT#y % a) L A4 £2A

-

(2) BERT!/RRZE. 7EBERTRIZEH, MIARRVELZE
Transformer B4wh3, EENEFE NS ZE A FHENRZER

BV LR, HEREIETFHLETENSER P ERYY Hm g%
RBERTHIPR S R4 E .

h = BERT(v) (7-25)

FFBERTFIIZRH B HINSPIESS {2 7 [CLSI TN, IBEEX A5y
RESPUERBER AN, HEMER [CLSI X MRREER
who, HEBRMVENTENRRENK, ERICLS] BRWAFIINE—
TE

(3) MR, FEEBICLSIIMEE RE TN, Bi—12
IR TN SCA M RIFL, BTt Emzss L € RN

P = Softmax(hoW* + b") (7-26)

s, WO ERY s nvnmmms, b° € RN gremy
BHRE: K Rrdinss.



&fa, ARHSEXGERIMP B, SEXTEGFZVITER X EHR
K, MEESHIHITFE.

2. (RAG LI

ETRIGEESLFRRE, NEBERTERAX AT RESHANINES
B MBUEIFERDE (ZoZ) BIRE SST-2 AFINE. XBE
ENHATH Hug-gingFace A &8 B 5 AR transformer s& 71
datasetsFEHITIENR, BILAMRKMBEWEHELIBFARRE ZiETE. AT
ST BAX AR X ESZEE AR,



import numpy as np

from datasets import load_dataset, load_metric

from transformers import BertTokenizerFast, BertForSequenceClassification,
TrainingArguments, Trainer

dataset = load_dataset('glue', 'sst2')

tokenizer = BertTokenizerFast.from_pretrained('bert-base-cased')

model = BertForSequenceClassification.from_pretrained('bert-base-cased',
return_dict=True)

metric = load metric('glue', 'sst2')

i ;

def tokenize(examples):
return tokenizer(examples['sentence']. truncation=True, padding='
max_length')

dataset = dataset.map(tokenize, batched=True)

enceded_dataset = dataset.map(lambda examples: {'labels': examples['label']},
batchead=Trua)

¢ SR S rtorch. Tensor £ 4 PyTorchil &
columns = ['input_ids', 'token_type_ids', 'attention_mask', 'labels’]

encoded_dataset.set_format({type="torch', columns=columns)

i

def compute_metrics{eval_pred):
predictions, labels = eval_pred
return metric.compute(predictions=np.argmax{prediction=, axis=1),
references=labals)

4 : . lraininghArguments,

args = TrainingArguments(
"ft-sat2", 7
evaluation_strategy="epoch", -

| AdamiW{*

=

learning_rate=2e-5,
per_device_train_batch_size=16, 2
per_device_eval batch_size=16,
num_train_epochs=2, F

T



trainer = Trainer(
model,
args,
train_dataset=encoded_dataset["train"],
eval_dataset=encoded_dataset ["validation"],
tokenizer=tokenizer,

compute_metrics=compute_metrics

trainer.train()

mIGTEER, PUTUTIENRTE, SREREAERIES FARR.

trainer.evaluate()

L PENEE R, BIEERENRAS, W,

{'epoch': 2,
‘eval_accuracy': 0.7350917431192661,
'eval_loss': 0.9351930022239685}

7.4.3 AIXXARTE
1. S

QXL A 42 (Sentence Pair Classification, SPC) {5558
ALK RESFZHEM, FEF—TXERTEARZER. Flan, FEEXX
REESHIRERTED  dh, EZRBE M FEAXEADLER, FEHS
B “EE” MR pEFREFH—. NABERTAIERII T AT AT
%E’\]*ﬁﬂ'—?$ﬁljj§ﬁ§§$§§2§§1u, NEMANEBRRX R, W& 7-9Fr

7o

BMINE: TF—XTHRENLZT WordPiece 1REHIAIF
L0 00 @) @) -
L =32 "OoFn YL T2 ™ G EHPHES ZIBERTHY RIS HMIAXFD
HINTRKVo



X = [cLS| 2V 28" --- 2 [SEP) Y 23 - .- 2P [SEP) (7-27)

v = InputRepresentation(X) (7-28)

N, nfmDRRRAE—NAFME_NAITFHKE; [CLSIFRR
MARFS I RFRFRIC; [SEP] /R AR5 Z BI85 FRFRIT -

AR AT RHIBERTRIBE . 7R BEEMINGR EZSRAXAKT
K—H, FEANBEE.

BERT

[eis] (2] [607] ) (2] (2] i

— e
aF1 fF2

B 7-9 2 FBERT#Y &) 3 L A4 RAEAR!

2. K

ETRBE LR, NMEBERTEAIN XA RKESFININET
e XBRUENNAESHIRE RTE AGINE. UTHE T AR
DRESHRFARE.



import numpy as np

from datasets import load_dataset, load_metric

from transformers import BertTokenizerFast, BertForSequenceClassificatiom,
TrainingArguments, Trainer

dataset = load_dataset('glue', 'rte')

tokenizer = BertTokenizerFast.from_pretrained('bert-base-cased')

model = BertForSequenceClassification.from_pretrained('bert-base-cased',
return_dict=True)

metric = load_metric('glue', 'rte')

ﬂ

def tokenize(examples):
return tokenizer{examples['hypothesis'], examples['premise'], truncation=
True, padding='max_length')

dataset = dataset.map(tokenize, batched=True)

encoded_dataset = dataset.map(lambda examples: {'labels': examples['label']},
batched=True)

Torchik®

columns = ['input_ids', 'token_type_ids', 'attention_mask', 'labels']

encoded_dataset.set_format (type='torch’', columns=columns)



def compute_metrics(eval_pred):
predictions, labels = eval _pred
return metric.compute(predictions=np.argmax(predictions, axis=1},

references=labels)

iralningarguments,
args = TrainingArguments(

"ft-rta",
evaluation_strategy="epoch",
learning rate=2e-5,
per_device_train_batch_size=16,
per_device_eval_batch_size=186,
num_train_epochs=2,

irainer
trainer = Trainer(
model ,
args,
train_dataset=encoded_dataset["train"],
eval_dataset=encoded_dataset["validation"],
tokenizerstokenizer,

compute_metrics=compute_metrics

trainer.train()

mlgTEER, PUTUTIENRE, SRREENIES FABR.

trainer.evaluate()

LB IENE R, BEIEERRNRAS, WTHAR.

{'epoch': 2,
'eval _accuracy': 0.5270768122743683,
‘eval_loss': 0.6953526139259338}

7.4.4 [RIEIRHE
1. BfE A%



AT LUHEL R 1EIE#2 (Span—extraction Reading
Comprehension) Afil, T4ABERTIEIRIIEIRM{ESR EHINAGE. HEX
NIFEIEEF ERBE (Passage)  [OJf (Question) FER

(Answer) Rk, EXRVBEFEEEMOBEAELHEANPER, ME
RERZEMNEEFRHEIEA—DNXAKRFE (Span) . ZEZATLE KA
FNmERN—NMERMNEMAZLENE, MERREN THEE ZBRXZ
AEE. 2R3 RIE IR ESQAD 2 fnth RSB R SR S
CMRC 201812318 B FHERR i IR MR HIRE . B7-1048H T — MhER
[FIEIR R <5 o

Aobe e

[ M5

R Tl Ay (RTRRNG TR ) SR T Dol ffs B kds, DIFE T 3, BT
sk LN 2P R R IR, AR . B, TR SRR, SRR
HT 1920 4F, 1951 R85 4 2 2 (5 Sh i S0 2 A g g i BE A
KAz —, 1954 AE A P TN AR 6 ITRaEeiTa, Rty TR
FHEE . S RET 1996 4EE A S “211 TFE" s dtis ke, 1999 &£ 5
e MIES A 985 TR” WA MHEAY 9 FrfeEZ —, 2000 4E 5 [ # )i
MA IR A A IR UL IR (s TR, 2007 4EAGE “W—H0" # A 2
A

[ 1515 )

AR Tlb e — A Ak 3t 985 TR"?

[&X]

1999 4

B 7-10 b B X 2] 335 32 g 7= 17

[z FABERTA IR AN R IR R SR B 5 A ST AR S L E 2%
i\, HIAE. BERT4wiEEMZ R B, WE7-11F7R.

(1) MINE. EWMART, M= g0, - + - o, FAREP=
pip* * * by (PHIOHIZiTWordPiece MARISE] HHESEIBERTHR
BRI FIX.

X =[CLS]q1 g2 -+ o [SEP]p1ps -+ ps [SEP] (7-29)

v = InputRepresentation(X) (7-30)

N, nRREIEFIIKE; mRRmREFIIKE; [CLSIFRRIAK
FrI ARV HRIRIC; [SEP] SRR AR 2 BH) S BRFRIC o



TR/ BRI E

BERT

lewsi] [ 4 ][4 ] [iseer] [ 2] [ 2] [iszr]

(" S
[E1RE RE

E7-11 & TBERT &Y b B X %] 35 32 fig AL AY

FE: EEIEMNE, BRSNS AERENTIE. HEEZ
BERT— X R gL IB— P EIEKE AN BIXAFS] (AIN=512) . WNERIF
B ERAIEMM N IRy, HEEMEIEASKERBEN B, ZR4 0
WARBSHER, SHIEFEETEZNOBEE, HmEiRiEIEmER
ZHEGRYR. MITEEREEEIY, BEARBTEELPEEN KT
BES BT, BRI BEEYIFNARNEITZRTN, HEEMHEMA
B RSIRANEE.

(2) BERT4RRZE. 7EBERTRIZEH, MIARRVELZE
Transformer B4whS, EBNBEENHEIF S F S EEMIO)E 2 [B)AYIE

RNxd

SCEBE, FRAEBE ETXOEN SRR R E , HrhdNBERTHIRE S
RUEE.
h = BERT(v) (7-31)

(3) BRMHE. EEBMAFTIN ETOEXETNE, BiTe
EEE, BENE HRRAFFINSMIE) EEA— iR, 3
BT Sof tmax R TG ETRIRL o R ALIAAT B HOMERP I R 1T
SHoMiEre. Bk, B TRRITERAN BBz

P = Softmax(hW?* + b*) (7-32)
g _ N S 1 _ N
g, W eER sxammpmme, 'SR sromuse

HIRE, MES—TEzZIEE E (BIEFIMN 4, ShwsiEm) . 2
s, 18 TR E L I B ERPe:



P¢ = Softmax(hW* + b°) (7-33)

s, WeeR gnemppmme, U R mremzaEm
RE, MES— LIRS L.

EREMAFIIRNERMEBRP AR LI BN EP G, Bid
RMIERER R F RS, KL, FERMNEMAZINERIZXGE

kT, BaERssmang L.

C— %(m + L) (7-34)

(4) L. ERIERNEURELILVENBERE, EAE
BRE T Top-k NERHIGERESREETR. B, ZEEDITE
R EMA I EPREZSINIE, FioRX A TARFHEL
R, BEZxA (LE, #E) . I TEE—TERME ZTHEF A

w D nps—mar B cakmme D Emeree, |, M
Pz e RIS B S L (i B T RSO P B

P,;=P-P Vije{l, -k} (7-35)

BTk Xk =TtH (RIE, KIETE, XAFEEGER) ,
FINZ = LBFNRIE AR F BRI HS . T HEERERREST
REHM “BIBNE<KILNMNE” , REMOREEDE=TAY R, HF
R &S B ERRFHNZTHEMENER. &R&, RFZ=TTHD
IR EMZ I EE S HEE AN AR BRIEAEREITE L.

2. RELIH
BT A SIRRTE, N BERTZEFSEIRARIE & b AL .

X B 2 R B SO RS IE R R S SQUAD 2 A BN . AT R IF]
IR AT SRV



import numpy as np

from datasets import load_dataset, load_metric

from transformers import BertTokenizerFast, BertFor(QuestionAnswering,
TrainingArguments, Trainer, default_data_collater

# Tmf % & iE -5 . TN o ]

dataset = load_dataset('squad’')

tokenizer = BsrtTnkenizerast.frcm_pratrain&d{'bert-basa-:assd'}

model = BertForQuestionAnswering.from_pretrained('bert-base-cased',
return_dict=True)

metric = load_metric('squad')



# 8 A bR EE T 8 & i feature
def prepare_train_features{examples):
tokenized_examples = tokenizer(

examples ["question"], 5
examples ["context"], #
truncation="cnly_second", i
max_length=384, g il 40 H3ma

stride=128, " - i H128
return_overflowing_tokens=True, # = ]

return_offsets_mapping=True, w = PN
padding="max_length", 5
)
¢ B EREE, 7 i & 5 ¥ ¥ I teature
b axample

sample_mapping = tokenized_examples.pop("overflow_to_sample_mapping")
3 e, Sk e e rs

offset_mapping = tokenized_examples.pop("offset_mapping®)

o i
tokenized_examples["start_positions"] = []
tokenized_examples["end_positions"] = []

for i, offsets in enumerate(offset_mapping):
A S F 8y input idsBl R (CLSTFIEAY (A B CIEBERT & & MO
input_ids = tokenized_sxamples["input_ids"] [i]
cls_index = input_ids.index(tokenizer.cls_token_id)

sequence_ids = tokenized_examples.sequence_ids(i)
sample_index = sample_mapping[i]

answers = examples["answers"] [sample_index]
start_char = answers["ansver_start"] [0]
end_char = start_char + len(answers["text"][0])



token_start_index = 0

while sequence_ids[token_start index] != 1:
token_start_index += 1

token_end_index = len(input_ids) - 1

while sequence_ids[token_end_index] != 1:
token_end_index -= 1

o
if not (offsets[token_start_index][0] <= start_char and offsets[
token_end_index] [1] >= end_char):
¢ A k. r T f & i ' i B % [cLs)d
tokenized_examples["start_positions"].append{cls_index)
tokenized_examples["end_positicns"].append(cls_index)
elsea:
¢ +rtoken_start_index{otoken_end_indext
while token_start_index < len{offsets) and offsets[
token_start_index] [0] <= start_char:
token_start_index += 1
tokenized_examples["start_positions"].append(token_start_index -
1)
vhile offsets[token_end index] [1] >= end char:
token_end_index -= 1
tokenized_ examples["end_positions"].append(token_end_index + 1)

return tokenized_ examples

u L @3 prepare_train_features®f

tokenized_datasets = dataset.map(prepare_train_features, batched=True,
remove_columns=dataset ["train"] .column_names)

# wiTrainingArguments, &, 7,18 il Adaml
args = TrainingArguments(
"ft-squad", o
evaluation_strategy="epoch", i
learning_rate=2e-5, ]
per_device_train_batch_size=16, B

per_device_seval_batch_size=1§,
num_train_epochs=2, "



trainer = Trainer(
model ,
args,
train_dataset=tokenized_datasets["train"],
eval_dataset=tokenized_datasets["validation"],
data_collator=default_data_collator,

tokenizer=tokenizer,

trainer.train()

SQUADHYRERSIIIER AEH, WRERMEXTT. N-bestF|RIHE
F#E, ATHRIBAR, BL#AYILE ] LRz Hugg ingFaceiR A 7R
BI4XAES, H—H T #RSQUADIMENE RAVITFE.

7.4.5 [FHRE
1 RAET

KGR E SRy ERBES A SERIRAI (Named Entity
Recogni—tion, NER) W 4BBERTEFIIFREFSFSHHIABNAGE. W
ZRIEARNEBEZSH I A EMAX AT MNMAEME —MrE, LUtiEER
NP BLEFNDRER. BEDRLAES=MAR— AR, H7F
HAZ . ERGAILAIDRTTSHA “BI0” 3% “BIOES” xR, £
EREDFIRBIBEN X 4>, NFR7-8FF~. AT HEND, XEFE
F “B10” ¥r;EMRINFHITIRAA,

R"7-8 W B SLFIRAI R AMERER

REEKX ARERE
JFiG 1% ( Begin, B)
BIO Hfa]{v & ( Intermediate, 1)
HAth{i ¥ ( Other, O)
FUp{vE (Begin, B)
rhlalf & (Intermediate, I)
BIOES  HAbfi# (Other,0)
Z5ifi ¥ (End, E)
BIAFEF (Single, S)

“B10” #0 “BIOES”

BE, ETHEREHEMEEER G ESMRAGER LI REE



KA. MAELL BERT ARFJHFIINZGIESRE P, BEFRAUVISKNESE
NI4T IR)EE (AIWordPiece) AMIRIIANIIA, ﬁ'ﬁl_ﬁﬁii'iﬂ\iﬂ’—?%'?']ﬁ’é
——X N xR, EE, FEHIMEERMAXAKFEFMIANTITERHE
SHFEFIERE . AT @ ERERR, MEH—MIEYI oA TN FiE
Bf, ErBFIRdEIEIRE . R-9GE T —1MLERG, ATULERIRR
—ME] “Harbin” STNBRIGFRE R “B-L0C” . M4 IBERTAY

WordPiece Al IEfE, “Harbin” #3143 Ak “Ha” F1 “# #rbin” A
DNFiF]. WRIF\BLEEAIAN, Fi7 “Ha” F1 “# #rbin” HBRETE|[RFR
% “B-L0C” .

F7-9 AR BB IR IR R
RAtRE B-PER I-PER 0] 9] O 0 B-LOC
R HE N John Smith  has never been 1o  Harbin

EERERE%E B-PER I-PER O 0 0 O B-LOC B-LOC
L= =ial N John Smith has never been to Ha ##rbin

[z FABERTAL IR 65 2 SRR BT S AVIRE!, HRMIAE . BERTZwIZER
FAsrEEMR, WE7-12FF7R.

(o] B-PER I-ORG O

2 4

BERT

[ [E - [
N J

X&
B7-12 & FBERT#) & 4 KARIRAIHEA

(1) WMANE. MABRHNEBERSREANAS LU, RETEERN
BINSIARX Xy =+« x T TRAIE, SRIBERTHIRIBMINXFIHNE
RV

X = [CLS|z1 @2 -+ @, [SEP] (7-36)

v = InputRepresentation(X) (7-37)

XH, nRkRAIFKE; [CLSIFRRXAFFIHIGRVFAFRIC ;



[SEP] TR A FHZ BRI 3 BRFRiC o

(2) BERT4wH3/Z. 7EBERTHRALE FHIIRIES RILIRAR{E S IIU,
EEEFMANAT TR NEIBERTIEES ERR. MINBRRVEAE T
% ETrans—former 4wAL, EENEEE NGRS ZE I XARIBHIIE X

LB, FHEF ETENETh € RV HehyHBERTHIR S B4
R,

h = BERT(v) (7-38)

(3) FAtrFER. ERIZERESS, FASEEETIRBERTER
SEXRTR, BABMIRAZTRERMNESRILMVENEE, BIEA6T
ZIX AR TN . MESZLMIRRES S, FEHME
Magd “BI0” FRERA TR ZETUM,. FEitt, X—ENAERE
EEETHBERTIZ S ER K, MAEHZTNRET K, T “BI0” FR
FERET KA KRR (E .

Eitr, FEEEBANFTINLETOENRRhE, SRS
HE—A R, FONE “B10” FREER TR M]P,, HitE5%

P, = Softmax(h,W° +b"), ¥te{l,..- ,N} (7-39)

s, WOER N g ammmmys, ' CR 2xsmn
EBHRE; h, ERIFRhEMNZIHIDE.

RfE, ERISMIENNAMRSE, 1B 38 0K & B
BWESHF), EiT, ATHE—DSRERAFIIERERAERME, AT
T < EIBIN{E S o B SRR AR E {5 A RV & H4HBEHL 17
(Conditional Random Field, CRF) Fiill, RE4i¥RAYIEEAILIRIEAE
KR T BREBR G5

2. XRS SR

ETRIGLESSIPRMERESEIN4E BERT 7EMZSLIRIDBESF A
755k, X BRI 2 SR B3R & CoNLL-2003 NER[4 544,
FEIENRE, X—E0EELIIMYseqeval FEiTE a4y & LRI H94E



Kigtr. LUTESBSEFRANESHBEERE,

import numpy as np

from datasets import leoad_dataset, load_metric

from transformers import BertTokenizerFast, BertForTokenClassification,
TrainingArguments, Trainer, DataCollatorForTokenClassification

CoNLL-2003

dataset = load_dataset('conll2003')
tokenizer = BertTokenizerFast.from_pretrained('bert-base-cased')

def tokenize_and_align_labels(examples):



tokenized_inputs = tokenizer{examples["tokens"], truncation=True,
is_split_into_words=True)
labels = []
for i, label in enumerate(examples["ner_tags"]):
word_ids = tokenized inputs.word_ids(batch_index=i)
previous_word_idx = None
label_ids = []
for word_idx in weord_ids:
# AL i a F & i+ -::_'.l:'l_
if word_idx is None:
label_ids.append(-100)
# B -1 ah Y taken |
elif word_ idx != previous_word_idx:
label_ids.append(label [word_idx])
# I K = vokent? i '
elge:
label_ids.append(label [word_idx])
pravious_word_idx = word_idx

labals.append(label ids)
tokenized_inputs[“labels"] = labels
return tokenized_inputs

tokenized _datasets = dataset.map(tokenize_and_align_labels, batched=True,
load_from_cache_file=False)

label_list = dataset["train"].features["ner_tags"].feature.names
model = BertForTokenClassification.from_pretrained('bert-base-cased',
num_labels=len(label_list))

# ‘.date_collator. 7 1Y fisegaval
data_collator = DataCollatorForTokenClassification(tokenizer)
metric = load_metric("seqeval")

i
def compute_metrics(p):
predictions, labels = p
predictions = np.argmax(predictions, axis=32)



i

true_predictions = [
[label_list[p] for (p, 1)} in zip(prediction, label) if 1 != -100]
for prediction, label in zip(predictions, labels)

1

true_labels = [
[1abel_list[1] for (p, 1) in zip(prediction, label) if 1 != -100]
for predicticn, label in zip(predicticms, labels)

results = metric.compute(predictions=true_predictions, references=
true_labels)
return {

"precision": results["overall precision"],

"recall®: results["overall_recall],

"£1%: results["overall fi"],

"accuracy": results["overall_accuracy"],

i - W TrainingArguments WTrainer
args = TrainingArguments(
"ft-conll2003", 4
evaluation_strategy="epoch", 4
learning_rate=2e-5,
per_device_train_batch_size=16, #
per_device_eval_batch_size=16, d

num_train_epochs=3,

trainer = Trainer(
model,
args,
train_dataset=tokenized_datasets["train"],
eval_dataset=tokenized_datasets["validation®],
data_collator=data_collator,
tokenizer=tokenizer,

compute_metrics=compute_metrics

trainer.train()

mlgTEER, PUTUTIENRE, SRERBAENIES FARR.



trainer.evaluate()

KimHIPNER, BEIERR. BRIER, FUEMMKS, AT

{'epoch': 3.0,
'eval_accuracy': 0.98356575960728867T,
'eval _recall': 0.9353396234366261,
'eval _f1': 0.9284841754680788,
‘eval_loss': 0.06098758801817894}

7.5 RNIEHEBERT

7.5.1 #hK

LABERT. GPTZE AR FTBIFUINZFE AR ABARIES BRI HRTE
KT E, ATEEBMNAMEREPToHOREENR, 1EA “B28" B
TR EEEEAZHEY KRR, Flan, BERTERESHF g4
S¥, MOpenAl XHRIGPT-3IREE ZILZ| TIRAW TR EH . RE
XL RMENFONGRBERZES ERUMNE, BERERNVERKE
WESEFUNITATSEMMILL B UKk “AaiE” . S TFR%ZE
PR AME, BRERMEREAEE, BN TERITAL T TERERE
EIHER . NMXTMBEEEA, KEITEEAASE “TI#EEM" FEY
Wz, oalEfiEee “BREfRE” (Self-explainable) BIHREY; LIK
SNFIRBEITH “EFEEFE” (Post—hoc explanation) . BIEEKREIR
BUA IR 2 AT XS MR T H G, FHEZTHEEMN; M TBERTHFX
IR GARB R MR, EEEFTHEE.

“SRERNE” STRR E LA KM AERIERNT . Eit, BEE
SABRIT RS N A ARG BRBRET . TIfEAAIES QIBES,
5 BB A LSRG TR 25 S P45, B0, BERIER—A%
AR BRMGIDE, SEBIANLIESSHE? BERTER S — 2 ERR
2T AN SR T PL X RIHE? BT —ERRETMELNo—
HEBRRM?

FPNTRNANBEENMRTEIARNHESH BERT 28, HiE,



B o trE A N4 BERT BIBE= S, RENBEXT
BERT #&RAUHY “iR%t” (Probe) =GR FE.

7.5.2 ByEENAIAMA TR

BERT #RBU{K#5i Transformer 454y, HFERZERFTENINEE
WEMR (SREEE) . MEAENNARSESE EExE (FFrie)
5iRzExAZZE. FERIEEPNXATUAREIEENIEN, A
BN EXR. AEKRGEXRMIERXRZZE. MXLXRIFMESTT
RETIBENIEMBEBRIBESNIBEESEESXENER. Bk, E&ﬁﬁ
3’3ﬁ*ﬁhﬁﬂﬂ?ﬂﬁg%mﬁii‘ﬁ:%_'?‘ (relational) %FERIZESIEE
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MEHE) MR AEENRHERA T2 MREKER, HfRiEnR
TlRARER. MERXZR, EEHRUACEINAERAS, NMEAE
PEARBBEEEND . MRS ENEEEN D515 BiRiil
ZAESEEMRX. X TBERTME, BIAMEIESEREE (MM 5T—1
AFFM (NSP) BIEREINIZIES . MEZXTBERTE IR IR 5
RABRNIZE, BSZ R
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7.5.3 ¥REFECIE

B FE AT RGBT NEXN B RRE R IE R RGN .
MA7T EERBIBERENITH, DAETEEENLE 2. BEi
AXRBEEN T ERIRFTEW .. RESEWHZOBERZITIEEN
e, WTFEFNR (WEFEENSERBEESRR) #HITHEITAR
o REBER—NESHHFIEETERENSHIRE (%42 HRS) |,
EEZESMRIEREN, HITEFEITATM. e EaHE e L
EABFPITNREBEBZITANEEIEFR. fltn, ATKREEANRE
BN EIZEEIE (Direct object, dobj) XKFARMIFTRIAGE N, FTLUL
H— MR ITZ B F B 13k fEdob jaiE R A2 TN AR T . an
[E7-15Fh7~, 1EBERTESEFE10MEEE L (1BA8-105) B EFES
S, Hhaasmi9 Bl hdobjkFR (fundsEpluglEEERE
1B) o XE[25] EEMNKEME (PTB) 3T 7iRErsLLE, ERKAH
EBERTHR B A, FHSLFEAE—E D BIEE S1SKBRGFib iR B4 E R Al Ak
F. 540, 3FFdobjxRRIFUMERZERIAE] T86.8%, Lk, WFEE
%E’ﬂi’;ﬁ?&% (Coreference) , [EHFREWRIXEIEBRFHMEENRNE
AE k.



BEENRM T NGEEASREERNRETE, MEENSER
BERTERENER. Fitt, AN HIIGHEERENESERTE
PITIRSTE 0, MMBELF IR ES . XENRSAUE— 1 ER
MS M RER, 20 LKBFAEENRE BERTEAHEEBFRES
GmaEAtEfRE) Egk, NMREBZESHRIXSFONIGRER S E%R
RHESNIES FHEHETMH. B7-16RR 7T X LR —AREES.

X TS RAGHTUNEAES, MaPESHE, BRI LU s
HUZERLIR ST . RLBANZE R LASZ 30k [26]
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A7 ET AEIRFIZIE S RE——GPTRVZTR 77 7R LA R ANfal £ TV ih%
ESHPNA. AfE, ELSNMATI0IHKIESRE & EZHAYBERTIZRY,
XHEBIGSFI TN AR FZRIMERT TIFEANN R, HEESRBEXIHD
ERRARET T RARNHE. B, RTNABRERNIOIZLES, &
HE—BNEBT 52 EZBRENEMTOIZES, AN ENNREREHET
THIth. #5, MEEINOMERESLEES—ERAXAKRTE,
AXLARG K HEEEIEIRREFIFFIERE, LABERTABIAR T Fiui)lZk
B RAEAREESPHINAGE, FEIHEXRAESSIHTS R,
Bla, HERMXER, BEANTEERRE LN, XBERTHIARBEIT
HHIZEAT T R ERVEIT

SR
7.1 MIERIEY B STEE S #TGPTHIBERTZ B ISR S 242

7.2 BIABERTHNIARTHATAZEZIMNERE? MRXENVE
EIEHFFMMm?

7.3 EiAN = EERSHEE (MLM, WWMFINM) HYBERT, ZEFm
G E M T ESE AT RRE S

7.4 BERTHRAIMLMFRIIZR{ESS S T 15%R0BRA0HEER, 15EAIE K,
BB R R T FIIZRIE S R AR AT se = E RIS

7.5 LUBRESTRBIRERSST-280, Bid SR IEFFER ENANREY
15 AR FBERT By H 2Y v F 73 U3 i E SRR RIS o

7.6 FEHHERFIEIBRESY, RESORAFHEIIFSITREIZY
REE MM ? (5L EARRHEL REIR (T S50MRC 2018 4513 1T
LG, FHAHMBNALIRLEL.

[1] AR FZHFREIREM F F]62404 32 5 A B3t fT 3T bk

[2] B HBERT¥ & FWordPieces 3], FrALREAEK eI 2 “Fi8” . A
TRAGE, ke LAF7RHET, KT TP 693E 6 X T 9595 F M ko

[3] AR AP LAE LA B, T I246155 — 2455 R LN 2
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[4] XBH “OF” HRRIEGEL LG T, TR SAE TR
K&, FATEX—RALEEHRE (B AR TRE) .

5] A4 154640,
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| #s8=
FUNZRIE S R BYH M

FIENL TLAGPT, BERTAKRFKHMTINGIESHEELRENA. S
TSI S RE TR B ABENIBSUSER A%, HiEJLE, K
s TIEEPENMH—SHH M ERTIIGIESRE, e E it iEE
KA, WEHEAFTIIGIESRENEE, RS ITHEBANE
BRAFGIESREZFHFE. Fit, XREBESEMINGES EZE R
BREER, NEREM. KRR, RIBS5ESE. £ ER LA
FR TR FTMETIE.

8.1 RAEM 1k

FEZELAGPT. BERT AR FTHIFINILIESRAIZY, REZHWIIEE
PEH—TSHUTINFIESRE, F2ESLXBRIESLIBES LKE
BFHHR. AOERESEEMEFENEBRENTERFTENTIZRIES
F28Y. XLNet. RoBERTa, ALBERT, ELECTRAFAMacBERT, FE/NBIEEIHY
Wt B EREEGE.

8.1.1 XLNet

1. BERTYZ7ERY[E]RE

BEEABEW D AAASE: BEVFESEE! (Auto—Regressive
Language Model, ARLM) FIEHZmIZIESHRE! (Auto—Encoding Language
Model, AELM) , #nE8-1Ff7R.



w N i &  [EOS] = i
t t t t ¢ t t

E [o] Transformer X [5] Transformer ]
bttt bttt
ik b3 Eid i b b [MASK] # [MASK] &

(a) [ WS B (b F8bsisBim
K 8—1 AAr Al ay5 2R £ A
BOIESREE—WREHAMNESIRE., F%EETN-gcramfyiES

BERMET XL (H2.2.1%) . ZEERFEEETRENHEX
AFEFIFUNT—M2iapiiR, RERGEN TR,

N
log P(z) = Z log P(x;|x1.4-1) (8-1)
i=1

Ko, xERREMIT i, TR VT iR EFS,
Blxq = = = X0

XNTEREESEE, HEHFREE L T EMHBIEAERIE. 5B
TEERMARBERTHE TX KA, HEEANRTRA:

N
log P(x|z) = Znu log P(x;|%) (8-2)
=1

XA, xRRBNF; xRRAEIEEHAF; mRREi NI
B

XLNet 2] B —FhEFTransformer-XLEYEEIVIIES B, HERT
B4IBIESEEMNSE. XNetf i F ST EEIE:

- EH T BEVTESERELN, E58 T RIENHNFEKRBIE,
ElRTEE % T BRIDIE S R B P 5 NIEFFIC IMASK] B9 5] ;

* SIANTBHmEIES RPN E LTI, EBFHEMESEL
TXER, MAGRERENBERIESHEELAENAEENFAEER;

 {§ T Transformer—XLIBMERFHIELE, #BELIESRY



Transformer 38 EFRIMHEE .

ETRIFMANE XNet SINNFAENREEZNXH G EF—HTIE
S EAMNGREE NG X FTransformer—XL, J$7E8. 2. 2TH B JH 4

gjl:ljo
2. A S 1RE

XLNetBY EAXEMNAZ—NBEEVIESHEE. FHik, =
ETEINBRYGESEEFEE RO . gEbBfEZrBERITIES
RE, HpilEg— N RiREEREENEE. Es-2450 T — M4
HBEEVTESRER 7RG
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K8-2 154 A &3 3 A =1
I Al Fx=x1xx3x, B & MR, BN FRIEER:
P(z) = P(x1)P(xy|xy ) P(xs|zy22) P(x4|212013) (8-3)

AILASHE], B iR RREE A SER), MAGER AARNKIE. BIxT8
EESRE, A FHERIFN TR

19234

RTHEWNE ETI, XNetBIFTHBIRE T —MHIZIE S E=E
(Permutation Language Model) . RIZETEEFERIEAFXx, FHI%
IR ARG an M2 2o

392941



LR, EANFTFRVEEA:

P(x) = P(x3)P(22|23) P(x4|w322) P(21|T37224) (8-4)

B FxRERGNHEES-2T AES-3. AILIFR], SHflix,
B, BRI Mxg. MM, BT, TEEKBix, xsHlx,, BISSILT
W E E T RIEET .
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REUL LR, THASLHTIESHEENEREX . MTEREKE

HNEIEITx= g+« - xyy MFTATTALEIHEBIE R £V chif SRttt
— Rz, R ALRTER R B

2~z |log P(a

ZP(: |1 ,z] (8-5)

N, 2y /nEHFzZT, T—1TFUMEx,, £ 5FH ) TR

MZ (8-5) EIIJEEU, LR 5P (Xzi|X1: i—19 Zi) WA HS
TEiRUEz . AT, NMARENGEZZENEXNRX (8-5) #HITER
H. RiZIB IS FRAERISof tmax iR HUEE T — MARIR R 553 P

(X2| |X1: |—1)

exp(v]h,,, ,)
N exp[v;,h”r_] )

Pla,, = 2|e1::1) = (8-6)

AP, VERREAXTEEERE; hy, o RTx, EBRSE



Fm. HLEATLIEER], RBREERTh, 2 METERVEZ B, #
M, STARNERMLEz, N (8-6) BRFE—HFHMERS
f, XPLEHEN (8-5) HIEEEK,

RTFREEREE, XLNet XX (8-6) #HITTZE), FEHIK
BT EFRNEZ .

CXP("’IQ(-’M:-&—] , %))
Z_-.-r Cxl?‘('v,i»g(i’fl:f—l-. zi))

A, BReRTm—MEKETBIRMIEZ NRSRERTTIE.
3. W BHEESIHLH

EXNETHINESEENMER R, FAERGBSIATHHE .
FEERBGTERME, RS ERTAE. Ba, WMATHERE—ME
Hele? BRAFTEZMENE, WERXH—TRYEEFTEREN, HEER
EBUTHERS.

Pz, = z|21:-1) =

(8-7)

o LFHM Ce B, BeMiZREEFRMEES,,, MIEEAN
BiE T B, MRERNDAME T 8IE Ty 244, B4R

FEEEE T AERAUT, NESEKTERERE, A
ARE S g E

o« MFUMx, B (G>0) , ReEEMD AT, UIBHEEN LT
I1§l§\o

MERBEETM, AEEEE—ETFEN, THETR—REE
ERMAREMIER. Bk, XNeti2H TICRBFEWE (Two-

stream Self-attention) , ERAAERTAEBREAFE. EXR
B;FEHAEIG, E— P RIEFUTEMHAENRT.

« NA3K7 (Content Representation) hzi: Y]
TransformerFin/iE, AIMAEIRTERIESIR = RE FTX;



- ZFif)F~ (Query Representation) 97 . gEEiE FTx0EE
Trvios B BARL Bz, BREEET BT T,

TR BEOEARR T (B 1/ZETransformer BI3IN) A
[0]
Pl =V goh Vo EAETR (2%7.3.27) . MEORMEAE
[0] _
~, ERMENELRTIIGE RN, B9 T Y,

LI EENXTE0ETransformer IR A%5. XFI1 €{1, - - -,

(1] 1]
L} EBTrans—former, MRATREFHNEER = fzigrgI= .

h_l:.] + Transformer-Block(() = h,lir_']. K = hL’____ILl. V = h[:;lf:_ﬂ) (8-8)
g « Transformer-Block(Q = g!'"! K = h,::] Jl_]t Vo= h.'jl Il_|I:B) (8-9)

N, O Ky V $RIRRESERBEENINSGIPHER (Query) .
# (Key) F{E (Value) . BHEHMRIESIRENZLBEEINFHIT

£HE[E.

WARABEENNFHIEEBI T EE 1M (Attention Mask) FE
FESEIL. T BAFIBENCR B EE NG, XELESES-4NE.
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Bl8-4h R T — M E il T HIREEXNe t 28, ELig A\ B Y M 1a)4a)
EJ?., EHX1\ Xgv X3y Xgo E@*@ﬁ%?‘]g%ﬂ_ﬁ ﬁ@ﬂi{%%ﬁiﬁl%%o
ABRNEEEER—IAE, ARTHiMASHEMAZEREFEK
M?

&, ENNIRARREENELERS T, ERREEEEER
ME.

R AIUERRNTEMARRRIEE NBRIEMRER AR . R’
WA TEIRINF 322421, AAERSEWREE IEEEMEE
BRIURS-1rm. AILLER], MEBEBHXBETFHEBEMENTAZER
70, BNYFHAEEERBECATNANE. EEINERNER, MAEE
BIHNEET AR

*8-1 AARRSEWREENEGEERNIERR

L A LRIFEE ABRE—TE HifiRE—TE
3523431 @ M, @
32341 3 Mbg, M, M3,

32224 —1 z4,10 M} MY, M, MS, ME,
322241 x3,x2,xa Mg, Ml M, M, M, M, M,

[L]
BE, FRSLE (HEE—2) TransformerfiZigEn 9% &
% (8-7) . EEFENE, AT EEEREHTNIESHATINSGES
FINSING, BT ERSEETRSER.

BT Bl A B SIE S SRR S R AN, XNetiTEIA
TER M (Partial Prediction) iH—BEFHHEFIES R B EHER
B, A THMRZE (Relative Segment Encodings) 1ARIEHIREY
S REMIAT R AT N . B T s cak 27] 7 #RAE L
BRI E,

8. 1.2 RoBERTa

%k BERT B|EFRHZAENHEREMITERIRE, FrLUALLBAER
RENZITRRTSIEERME. A TH—S T HE BERT ANIZITSIEM,
Liu ¥ AIZH TRoBERTa (Robustly Optimized BERT Pre—training
Approach) 291 j@it X8 HSLI6 FRBABERT Y& ISR fF TR A B e id
=8, [E ik, RoBERTatE&H % B KTIFEAFHIAEEBERT, M X ET—



M AT TIFRAISELE, FiRE SSER R#— ML TBERT, HA
A—RYBRESLEESTEIG T SR REFIER.

RoBERTa7EBERTHYE A ESIN TEIFSHER AR, FEATE&F TNSP{E
%%, [E]A+, RoBERTaRA T B AMARRITIIIZEIE, FHLAEXKAIHER A
BPETRIRINZ TEZMSH .. FETFRETLALIL A st # I T8

1. EN7SHEN

BERT R AIMLMIE S5 & 3T N LA R I ER 47 R imPEALERD . SR, X
MIIERAELRIETIBM ER#HITHY, MIAEREINZGME .. XEMEE
ERREIEEERTSH, BIE— 1M ARE—MEEERER, FBEETIIZEE
ERZHEME A RBIERN S AR, AT EMIXNO)/, 7EBERTHIIRIASE
e, FINEBIBEES 71010, XHEME, FTFR—MNXEARSERKIO
FARIREREER L, A, BERTHEINGHE M EI00 LA, B—iE
BERNASEELIR.

[Zlitk, FERoBERTaFRS| A T EI75H#ES (Dynamic Masking) K, B
REBEAEMG LTRSS ER . XHEREEIRIET
W Z L5, #EEBmEAIREMRIER—ER X ARGEBERRIEH T
EREIFEIEER . HTNGEEBRKXSBIEER AN, BB EE
REBIESHIBENERNE. Fi, BELWEL, FRMSHEERARR
BERTZE IR AR B IBEESQUAD 2. 01301 L R ST AR 43 K B HR e SST-2 (20041 5%
b, BERBETRISGSROME LI, TAEMNLI-mB'MES EE—FEREEEIR
5%, WAZR8-2F 7.

/8-2 FRSHERD SRNTSHERD AN S XY EE

#AE  SQuAD2.0 MNLI-m  SST-2
A 78.3 84.3 92.5
BN 78.7 84.0 92.9

2. &5NSP{ES

ERIBBERTHOFINZR T2, SRR NCA R EBHEE—RIEE
AN, FHBEINSPESTUMNX R XAREBR “T—MaF” X&R. £
JRUABERTEY A SEIE b, KHENSPIES S BEMERONLI B2 (BRIBSHE
BT £S5, MNLIEBY  (BRIBSHERT) {F55HMSQuAD 1. 1122 (3538



fi#) ESHIRER.

HTEFH T EENSPIES I BT, RoBERTaiLIEEXTEL T A T4
FHSCIE & .

(1) STAITEHINNSP, BJEIABERTHIMINTER, BRI —XSrcA#
EJ(?,, ’E’l;ﬁzztmé’/l\aﬁii’ﬂ%éﬂﬁﬁ, FBIAKEARBIIE5120MR18
token) ;

(2) B)FRTHNNSP. HH—XTa) FHIMMINFS]. ATFERZH
FAT, —XaFHKENTF512, XEBiRiFEAHR K MRIFR “3C
AN BN —HBIREEMLE;

(3) BXHEHEAMAN . B—XARBMRBAFS. HiABICHER
Rimbd, FHENT—DICEHEIAT, FRMOEFFRRAEER
b B AN B ERNSPH K ;

(4) HEAEAEMAN. 5§ “BExXEEamN” £, BEHEXRL
BRI, TRFHENT N TIMEEF. B, XERFZEX
HORKAMRFERD “EXEEZAWMN HX—HMBEETE. HEIEE
A B {ERINSPIRK

XSRS LE R ANFR8-3Fir. AILAEE], EFEANSPIESAIERT,
EFH “GIFXTEN” HEELER “SXCARMEN” HR—ERMHEREIRK .
ATREREA “GFXEMN° WKERE, TEFIBKESKES, 3t
g?}w/-f%ﬁﬂf“SQuAD1 1L R RACE B3 EE K PR B TR AR A {E K SRR K

#%8-3 NSPIESSHIBR MR EESLIE

LEgE SQuAD 1.1 SQuAD 2.0 MNLI-m SST-2 RACE

WARIHA + NSP 90.4 78.7 84.0 92.9 64.2
A A + NSP $8.7 76.2 82.9 92.1 63.0
B SR e e A 90.4 79.1 84.7 92.5 64.8
SCR A S TR A 90.6 79.7 84.7 92.7 65.6

SXSEEERNSPIESS (BIA1T) AMIANERNSPESS (EM1T) B,
ILEEIFR T SST-2 (IFRD ) 15, ,\11431:?41E|’J+%2*%1’]%HHT1E
FINSPIESSRE R THES M REIRI. &fF, XL “BXXEEam



A” M CHEAERRMAN WERATULI, EENSSEYRELS. A
m, €A “XEREGEAN” HRASSBIAIAXNNE—ITEE,
FARIETINGHAEZLF. Eitk, RoBERTamx/GRAT “HEXtEEE A
N HAEFTNSPESHHE R

3. B fthfitit

BRT LA ERRAIL, RoBERTaIESIANT BEHHIFIIZGEIE. AT
BAHLR . BERETINZG S HANE KRIBPEIRIFR

(1) BEZERTINZGEHE. FEIRIGBERTH, FUZHIERXANZE
BookCorpus I HERE R EHE, 2112916 GBRIX A 4. 7ERoBERTa
o, H—SEFNEEBIERAIRT RE160 GB, ZBERTAY101E.,
RoBERTaFYFIIZ BB B 25N EIRKIE, HIBxmAunz=8-4F7R.

%<8-4 RoBERTafs FB BYTMIIZR B E

HRBWR NAKE K
BookCorpus (&R

Wikipedia HEE 16GB
CC-News Bl 76 GB
OpenWebText  fLIX[A]%F 38 GB
Stories & 31 GB

(2) EXREIR R ERBIFUNG LS E . FEIRIGBERTH, AT
MR KN F9256, HINZG T IMNE . fERoBERTad, H—EHRETE K
FIHOR AR KB GS BB wRiHE— DR . HEXZERINFTRS-
57

#8-5 FEHLRK /N MG E A EERIT

#eAkn g FHE PPL MNLI-m  SST-2

256 1M 3.99 84.7 92.5
125K 3.68 85.2 951
2,048 (2K) 250K 3.59 85.3 94.1
500K 3.51 85.4 93.5
31K 377 84.4 932
8,192 (8K) 63K 3.60 85.3 93.5
125K 3.50 85.8 94.1

AUEER, MEHRIKNIER, NEeREFASE LHRERE
(PPL) T2 7ESPRAI TS (MNLI-m, SST-2) LEIE—EHIMEEER



FH. BFNGBREEERERRZHE, EFITESEZHNERLT, F
FAE XX BEB BT DI ZEHC . EET, ZEEHORKDNFHIE)
GEME, HESIEFMSENER., RTUESLHER, F4&
RoBERTa3 Al T 8Kt K /)N, FHitE—H 15118554 AK Z500K,

(3) EXHVIAFR. fEIRISBERTH, KA T —130KK/MHY
WordPiecel® AR, XR2—METFTEMEA (Char-level) HYBPESI{F
Fo XMIRFRM— N EumZE, MRMANXKTEBITRZFPH
WordPiece FimiFH{THIEAE, MESBRETE] “unknown” XFHRE KRR
1. Etk, RoBERTatRBUfER] T SentencePieceialas, FH EAFiaz=K /)
3" AKZES50K, KFSentencePiece XFFETH 5 (Byte-level) BPEIFFR
FIIFA B BEBRIBEEMANX AR, FLASHIAREFRIFAIFER.

fian, X B 1% F 3 SCBERTFIRoBERT aif) R I HIN LA BT /18 4l
ANKRPREEZRL. EX. PIXFHE.

>>> from transformers import BertTokenizer, RobertaTokenizer

»>> bert_tokenizer = BertTokenizer.from_pretrained('bert-base-uncased',
unk_token='[UNK] ')

>>> roberta_tokenizer = RobertaTokenizer.from_pretrained('robarta-base',
unk_token=" [UNK] ')

>>> gents = ['Harbin Institute of Technology', 'Harbin Institut fiir
Technologie', '"¢FEL AL RFE', 'L TEAHE"]

Rz FBERTHRRY MiR)RR 1T 401, HEERWM TR, AIIBRRIETI
TIERBRAME R IR RAREINAREFIEIE L. X T HIL
A B 3T ER 53 18)50 h B iR 2 R FoSARR S HU R B KA

>>> [bert_tokenizer.tokenize(x) for x in sents]

[['ha", '##rbin’', 'institute', 'of', 'technology'l,

[‘ha', '##rbin', 'institut', ‘'fur’', 'techno', '##logie'l,
[*[oNK]l', '[UNK]', '[UMK]', '[UNK]', '[UNK]', "', "%'],
[rov, '#8L', '##C', ‘##>', '[UNK]', '[UNK]', '', '¥'])

[ FARoBERTaH 3 ialgS i 1T, HERW TR, BT
SentencePiece @ FTRABIVIST, BELLERTRIREYVIEARE (]
ENERELEMN) , XEEREBIH PR ERIRPEEEIRER
e JUBEINRFRETEZNIAES “[UNK]” |, iRBAETA RIaH



IEERRE .

»>> gags_list = [roberta_tokenizer.tckenize(x) for x in sents]
>>> ['[UNK]' in x for x in segs_list]
[False, False, False, False]

8. 1.3 ALBERT

B IRVABERT AR FRHIFIIGFIESHEBEEXRZERES LIBESHE
SEEMEIREA, EXFEAPSHEETERK, sHAKXKETER
B, ATRRIZEIE, LanZ A3ZH TALBERT (A Lite BERT) [BOJp&(E
AGFERERH BIRSBERTIIIZERE . XEFEGEHIFEAR: 1AEE
SHERPBINEESHHEZ. [Ebt, 7 ALBERT 5IANTEMBM
B “|)FIRFETUN” BFRINZRIESS, BUYK TBERTHEBHINSPIES . &
TG IUALE=ANEELEZHITN B

1. 15[ 2R

FEVERIBERTLA R FE XL FHEHE! (40XLNet, RoBERTaZE) H, iH][m
=M% EEMTransformer R S BHEEHE—HER. AWM, XFIZITR
REEMA )L,

MIRBNG TR EXRE, 1EEIEN/ERZFMNAXARMET 2 E Tk
KRVEESHTRH, BN KPR E N RICS M & T 5 5] = 55 RERR
BE— M EEMNEE, SEETX X, MAEAILIEFRAA, LBERTA
REFTINZGEBSRE ZERLGEKR, _RAREEZ LM BRE
Transformer iZEIGERE FTE D F S B FMRICH ETXER. Fitt,
ALBERTHU{EE N, Transformerffad B4 EHE R K TR CI=4E
E, HIH >E.

RN, NERABERE, WEEHRENSHERZIAFRK/NV FLliF
[EIEHEE. MARBFERLT, HFRKNV ZEEB AR, $I20, BERTHY
TAERA /N ZE30K. EXIRE], ERHMIUIGESRENZITHH =
E. HBEJIBAH RAMRBEAEN, HEEHEEE LM IEX, Eit
AEEERENSHELSM EF. B, AREEFNERTSLER
B, SRNFRARFANS,



[Eitk, ALBERTHREIS|I AN TiREIEREK S fE G AfEiaS 1824 EE
MTrans—former[2 S B%E H. BEARNE(EREZLIEERR, RES
H/= E. BEXHEMESE—NOIfR. HH/=ERf, AEEFEEEENRE
BZ ETransformert&fich, FEtk, XBEZEIIA—NEEEER, FiF
=4 EE METE|Transformer[2 2 EHEH. SIANRREERR D H#EE,

AngnsnitaerEs OV Dz OVE+EH), «
Transformer[2 & B4 EHIT K TR =4 EER, S =RIMEMRIT A

|=|
MIz o

ETRBEI—NMIFEN THEXNE)RE. XBFRIZ Transformer
HIRR S B4 HH=1024, A= 4EE AHE=128, imF K/ AV=30000. 7£
[RISAYBERTh, HTFH =E, RWEEHEMENSHETE -

VX E=VX H=30000X 1024=30, 720, 000
SH3INEREERNS#EE, ARNEEENSHETEAR:
VX E+EX H=30000 X 128+128 X 1024=3, 971, 072

MR, ESINREEERNS#E, RREEENSHERRE
JRRBZ1/8, SHERIBIEEHAE.

2. BREHH=ZE

EBERTH, ZETransformer ISR EAHEZR, BIE—E
Transformer MR E OIS . MIEALBERTH, SIATEESHILE
(Cross—layer Parameter Sharing) #l#l, {FEHH—FETransformerfi
WEEHE—HH. FETREIT—PN=ETransformeriZB i FEE S
H=, EB8-5FR.



(a) EEFEE I (b) ATE5I2 B4

B8-5 5 & Sk F Tl

AU, ALBERTRA T —MRMT “B34” HuZEfy, ERZ5HET
FRPREREE—ETransformer 324K, B3 EIFIRIE, Transformerfy
SHSEER, HEAUSMREHE (AETRZLRMELZLR) .

XEEEEFRENE, EESREEZRRNERENAESIT
REWEYE, BEHASMRER RiETERE, BASXIEERDE
AMAE (HEF) . TR2U=ETransformert8B 15f5l, MEF
ENEESHE. HELH. NESHEMBIEEBEER1x, HEXTE
S RINK8-6F 7o

AIUEES, SHENXNEEZWEEZESE, BAELCHSHER
U E N EEE. MAESE. RiefEBra 58 LEERS RS
k. XREAANLERENZGIT ZEBHERE, XERNSENMAEIL
EMHEREFIKZ R, RZE Transformer 251, RNEMSHH
RARL. ERY, RENMATLREENTransformer IRIKE— T
FiEE|Transformer R INE, HEULLEIEEEEREHEBET AT,

=8-6 BRESHHZNFMIILL

e B SR WALSA AFSE  EEEERE
EEESHAEE (3)2) Ix 3x 3x 3x
HEESHIE (32) 1x Ix 3x 3x

3. A F i Fom

EIFNSPAESS BT, EIEGIRRMBMBIIANCAR A EARRE, B



M “T—NaF xFH; MO8 E KX AEHRMEIN AR
kg, BIAHIR “T—NaF" xF. A, BIEIT2BHIXLNet, RoBERTa
FRAYIE & INBERTSR FHHONSPAES H IR BER P MAEN. fHlan, EZHM
WEZEHE £, NSPIESEVLERRMERRLURIRIAR95%A L, REIZESH
WERIK, TEFIEREMNIBENIER.

Eltt, ALBERTS|AN T —/NFBOTINZRAESS—a1 F I 7
(Sentence Or—der Prediction, SOP) BY{tBERTHHINSP{ESS. 7ESOP
F5, EGIRMBRSENSP—E, mMHABIEKRREZEITIERIN R
ERMAE. XHZITHERNRIRE %S S B MAANIE N ER FIER
FEEM, HHEENSPERSHEE K.

8. 1.4 ELECTRA

B EFHE SN GIE S R R R R — SRR .
MELECTRA (Ef-ficiently Learning an Encoder that Classifies
Token Replacements Accurately) B7ISZEHT—# “4 pR2e—%I5|
22" Et), HE5XE A XM (Generative Adversarial Net,

GAN) [381phsttdER+R/5l. ELECTRARYELAAE R LE#I AN B8 -6Ff 7T

T (
the —p= [MASK] - the —e — [
chef —®  chelf —® chef —| — [
cooked—@» [MASK] —» 3% ] o #5125 > i
the —® the —¥ the —m= —= [EbG
meal —#=  meal —= meal —= —» Fis
b =

K 8-6 ELECTRAAY AR AR A 25 4

Z|8-6 A LIER|ELECTRAR L E5 (Generator) FN¥IFIZF
(Discrimi—nator) ERELIERA—NMEERL, XANESTEIERAT,

(1) HEAREE. — MMM, BIZE [MASK] B & TR SR A91A);

(2) FRIEE. AMAAFHRNGMISEWER, BERAEHR
178420 (Re—placed Token Detection, RTD) Flill&{ESs, BUYX T
BERT[RIGHVBRSIE S RE. (MM) . FEEIEHERXEHEEXAT—
MNMIFTM (NSP) {£55



" ETR, GEEs-6hrBIF, FMMBERINF R ZZAVERR

1. £ 25

MTFEKERKY, EENEESEMEIMANA A= x, + - -
xn, i%ii%’v)?’&Transformerﬁﬁ'—l?ﬂ?ﬂJ:'FﬁZiE)‘(%m_T h=hy - - -
h,, HLFEHEEAIZERIA, BIBERTHHIMLMIES FEMNZ, X
BRMNEI#EENIE, BIdTFRENMEEAEL, éEﬁﬁ ﬁ?HHXTfLT_SZ

#ox otz PO € RV ([Vigimae i)

PS(z;|x) = Softmax(hSW*") (8-10)

. e Vixd . G . .
s, WOERW e cmmmimms, M smEax st
BEEER.

LAEIS-6 915, RIGEIFx=x1XoX3X 4521 TN :
the chef cooked the meal
zimnsnsaaTaT, M= 113 yrasdmnmne
WML E R TR, 18xX™=m,x,myx x5 LT BRL FRMIANGF, BT
[MASK] chef [MASK] the meal

RaE BRI EFRESIER 9x, (Blthe) , myik[R Fax; (B

cooked) .

FEIBEBEAT, BIHEREEAERZEJ9100%8F, #AEFRIE [MASK]
HERITR ARG TR N 21E,. AT, ZEEFRFRT, MLMAEY

ERBEFZABLES. MREEFBIEENAFXWNERSRT, [~
EREFRIAFXC:

the chef ate the meal



M EEBGIFRILEE], miBd4E RS Thitbid R B im)the,
mmgKtE (S FUN) HAVERRRate, MAREIGAITFFHIcooked,

ERBRERNATIESEAFBISENEA. ATBREERBNERE
Al FH A ESE A ARTEEERNSFS (20 [MASK]) , ELECTRAET
XFhFT AR T NG T ESMAAS—E /Y a) R,

2. FI 525

TMMERENZN, BEERBIREENA T CE5REBATE—
EHER. FETE, FIHEEHBFRRMNEHERE)F iR 5l L 17
EAMRIRA T NALE AR —HR, BNERIEENES. EdES
AT AEIE — 3 K5 AW .

ST A EERER)FxS, BidTransformer stREISEIXT N IR S E

D... D = o N - J— s —
%@;J“ ho, bR, BE—SEEENEINZINE SRR
BRET AR R .

P°(z}) = o(hPw), VieM (8-11)
d
e, WER sxomppunE WETRARER) ; NET
FRr BT BB RIRNE TFr; o F/RSigmoidEHE R
BT/ BT, ORFTREFES T, WA RS KEE R A
F “the chef ate the meal” XTNMEIFUMFRZFZLIT, 18 Ay=y, - = -
Yo
00100
3. IREIIIZk
4 B R FNFE 71 85 97 BIE A LA T 555 sR B 2k -
o S Zlog PS(z;) (8-12)

£° = — 3 [yilog PP(3) + (1 — ;) log(1 — P(}))] (8-13)

i€8



1
I
>+

REBI &R NMUATRAF IRESY:

i Y, 0% + ALP(x,0° 8-14
;;_gggc(a )+ AL (x, 6°) (8-14)

A, X RRBDNRIRIERIE; 6 “F1 6 P RlRmdE B2 A7)
G

AE: BTERSEMFRIEEEHFEER W RRFLT, FRlzFaIm
KAAFEEERREIE RS, AARFRERNAFA. HI, Sl
geERiE, RBEERAIRISFHITNFHESHEE, MABERERSS.

4. Hfhpsist

(1) BE/NEEREE. BEBTEMINB AL, £eEE 725
AY 3 (254 35 ERBERT4A A, l&tﬁﬁ%xéTuﬁﬁﬁﬂ-ﬁkJ HIS#HM
R, BEXESERIINEREERAIARMRIBNEAE. A TRESTII
ZHIE, FEELECTRAFRAE RIS B=E=ENTH785. BARSSIETS
BNEREETTransformer IR S BHE . £EEEHEEIEE KK
HB. MTARBRBEMENFIFNEE, Bttt E, BEE1/4~
1/22 18] LAELECTRA-basetRBY H, HamitbfilE1/3. R8-TRRT
ELECTRA-basetRBY B4 Y 25 A1 % 7l gS Y ZFINS E K /I XTEE .

%<8-7 ELECTRA-basetRBYpY4E gl 25 FNFI A2 B IS K/ X EE

X8 WRRMEE BEY RSEHE SEREEME FEHN FENK4E
2% 768 12 256 1,024 4 64
#7188 768 12 768 3,072 12 64

AT LARBNEREERIA N, MARFIRIZFEIAN? F A EICHE
ERBERSETINGNEIER, ME T HESEINEETERD, B
R NE BRI RN R IERY .

(2) SHHZE., ATEINERFNEEER, ELECTRAE?&%I)\T
HEERKSHEREZE, BUSEREMANEHERSERERYER.
X—RBHYSEEL SALBERTHR R 535 —5, FEABEIL, EE:.FJ:-lﬁl#
#, ELECTRAER T —A B/ aVERkas, FIbSEERAFIRIZE 2 B TTE
ERHITSHILZ, FELECTRAR, SEHZRRTEAENE, HAF
BE AR EMALE [EEFERE .



8. 1.5 MacBERT

BABERTHRBINIESRABFEZ A, BEthEFAMERC)M. £
HESREF, BESINFRFIC [MASK] RRHATAHREN. AME
KPRV TFFESS S, MAXADHASLIL [MASKIFRIE. XBEF
B Tl A —HHinE. Be-74aH T XMIMRIM—IR
Bl. AT HATHBIESRANF>], [E8-7 (a) KMAXATEIHEG
fric M. MZEES-7 (b) 1, HFATSEPRAIIA D KSR, HER
MARBANAE, TEIEEFE M.

RTER “TNGE—BFE A—EaE&, MIK VAR =E
12 TMac-BERT!?), MacBERTH R 7 —HME T3 ARSI IEIE S 1E
Al (MLM as cor-rection, Mac) . ZFENEEXN A LB L
o, RENTHEE AL, EUIRKREE#{REE TBERTHIRIRSFE, FHAI
LA T 821 2 2 {2 {r] 4 FIBERTRY TNiFHE S5 KIS . MacBERTRYEE{ALE
AN E8-8Ffi 7T .«

E{Fih, MacBERTEHIHEAIIESHEESHIT T W TIEK:

* MacBERT{E F E2 1A HE 1 R LA N-gr amfB RS F AN Ik FEAFHE R R R
128, EAunigramE4-gramfBEZEE 7 5Bl 940%, 30%. 20%F010%;

© RTEREEIRE MASK] ETRESPHASHIMAE)E, EmR
WZRMYES, MacBERT{SE FH#E{L1AE # [MASK] #R1C . ZSEPri{ERT,
[5] X ia)iA) # 3k BRI HE 00 S Al AU /R L 1R) . ZN-gram#BAZET, XiN-gramrh Ay
FMABFITHORER. EOHBERAT, HECUANEFEER, F/HIE
= RIBENLIRE I T

| NEP | | MLM | DGR
O >
BERT } BERT ]
o gy (M) M) 5T 4R 37 0 . FHNERTBTE.
(a) PN EGEr ER (b)y T ilEE % W MEE

B8-7 “FNL—45H” I — & o)A 715



| sSop | | MLM as correction (Mac)

z 2

MacBERT

o] 7] 07) [ [ o) o)

R -
p 3| X2

E|8-8 MacBERTAE 7 &y #AK 25 44

* 5JREARBERTZMEL, MacBERTXHMIAFFFSACE 15%HIFRICEITHE
B, 7E80%MVIEMR T AHEINE, F10%IER ToE Ak,
0% 1FR TN A TIER SR (AR .

=8-84EH T AEHERL A AR EE =B .

itk z 4h, BTFALBERTRO A Z HARIESIEAZ LKREBTEE
I REREFT, MacBERTIRE T E G r0a] FInFFuN{E S B H#BERTHA T
—MNIFFNES . £TFAFIRFEFIELZTSES. 1. 335 h N 4E.

#%8-8 AN[EH#RD 7 T AIRT LRl

RiEaF it P R R T — 1~ i) i B

e oh i, | (] S B e f T - A e Y B8R

[RIAFETR N i F] i 5 M8 2k (MR — A~ A

ATk TP fiff JH % & [M][M] 2 [M] [M] F — -~ 3] i i <
N-gram HEESSE A il FH [M] [M] [M] [M] 3 [M] [M] F — 4~ i A9 HE % .
BRI MEHEEEER BT — 4w M JLE

8.1.6 tRAIXFEL
B, BRI ARG ES A Y AR RSXE.

F<8-9 MIGIBEE R Z BB RASX 7



HE R iA SR ES il R 8 i B

BERT A #ahY WordPiece MLM + NSP = 16 GB
XLNet I SentencePiece PLM = 126 GB
RoBERTa 1474  SentencePiece MLM = 160 GB
ALBERT H#  SentencePiece MLM + SOP = 16 GB
ELECTRA  [14i04 WordPiece Generator + Discriminator = 126 GB
MacBERT  [14&% WordPiece Mac + SOP =20 GB

8.2 I ARALIE

8.2.1 #hik

LB EE NS AR Transformer 1282 ZMT1IZKIES IR
A EERRL I, BFENNFIREBREFRIFENTEZZEN L
T XREIZE, IZHRABRXIBENIER. A, BAENNEIRNEETE

sy O%) | puptiainzs s S RS 0\ R IR K 2 75 8
K. SRS A TR = A RIALE K S A R I

RGEAIER AN G E—REVIDBANXE, HhE8MHHKIKE
ATNZIES RBRE BB RORLIERI R A KE (W512) . REFZHL
RRPRREGRIAITRE (MM DRERAITIRE) EHE (WFIIR
ERERIES) FRIRLER. AW, XMGEPRERFHMAEIARR
Z[EJHBk %R, ZHEKEEN ARS8, B, BEFNEELE
FEMRAK LIRSTIZGES R BIREBLIENRERIAKE, AWM
REWS ST ot FI A B E HLH

ETRENBUNBRFTHEAIERSIBRKXKFSIH] Transformer
I, BlTransformer—XL. Reformer. LongformerFiBigBird.

8.2.2 Transformer—XL

BIE T 4EE], Transformer RALIBKSCARRIIE G SRS —AG LA 43
BREEKERNR, HREMEEENR, RERZEEEEEXE. E8-
e TR E A — NG, ATLAERIENIZMEL, Transformer 4y
%Uﬂﬂ'%—ﬂiqﬂﬂ’\]}?@h“ X X3n X45%:ﬂ%¢'ﬁ’9f¥'—ﬂx5\ Xov X7 Xgi&
ITIERR, MAEMKME, BT8R XKE B4, HRBELIE



FFolxpn x3v xav BT, FERMBSHEEIXER. 5o, BTHERIU
BHE OB RNLCEENFS, FAXMGENSERBIERER.

) ©® © @ © 9
e © @& @ P @ & ¢
¢ 6 0 ¢ : @ 6 0 0
ah = = - - < L
L = & L = = -
T 3 ry T4 1 £y g
bR A
Y
B b i
(a) 5B E
) ¢ ® ® ® o
O ) ® @ . [> D @ ®@ @
( ) O @ ® & ¢
®» @ @) @ )
1 Ly o Iy I
. . b A
v Y
#HMLETE AMLETX
(by Pt E

B 8-9 Transformer ¥ &3 K L K e91E %75 ik

AT RIS AR, Transformer—XLIZZHRH T AR
BE—IKSE HBIR L F){EIS (Segment—level Recurrence with
State Reuse) FIEX{UEZmFE (Relative Positional Encodings) .
BETRET XX AMUOERERFITNER. Hh, ES—ENZE, 7&8.1.1
TN LEIXLNet S B TTransformer ~XL1E A E AR LEH .



1 }
g L
00 ® XX
) ® @ ® © ) ® 0 @
Iy I T3 ; Ea Is Tg Ty I ra ‘f: Ty Ty Ty

BEE (x@E) g—i EE (R8E) WiE—iz

(a) MRRETEL

£ D £ = = P
i :l v Vo L) b )
e e o ey oo R

P >
L e
£ r'a

(b) MR E
B 8-10 Transformer—XL &t 3¥ K L A 89 7 ik

1. RS E R BR B A EIR

BIEREDNEERNKEAnBIRT A As = x40+ = xy Hs =
Xoef, 1° % "Xqgsf, o BT i;&?'_%l):TransformerEl’],u.:.}z'ﬁ“ﬂjjj

[l] n
he' € R™Y (gmaaR@EAN)  HHE T +RESIE
[1]
Transformer B2 & EiiH h""'H

R = 8GRIy o RITY) (8-15)
QE]H h'l:l—; we' kl:f]+l = h.E,_]I'Wk Ur+1 = ""'Iz—f+:]“'1'”r (8-16)
h'l_;_, = Tmnstormer-Blocl{(qE:_. - kf;‘_l. -v',_.L 1) (8-17)

N, ERESG (- ) RRNFIEBEEM; BIEF-RTEKEHEE
ﬁﬁﬁﬁx, W RTEEENE. 5&%Transformer I EER G 27



Ll iy pli-1
T, #UHAE T REBTT RLTXER T AR E—MR

I—1
wEsEa b

XMRTSE A HVR BRI EANGIR A TER Eh R ESER A
B, RRERERSNRETFE—TREENER. Eit, EXHLEH
T, Transformer FAMABMN E T XA LUIZZBLAENR. FEEIER

[7] [1—1]
g2, hght L TR S R — R E R,
XS5EEWIEAMEMEE (RNN) FRIEIRBEIRE (B REFEEEREE
Z [EHTEIR) BAER. FEit, SAFIRERKFEKERERINKEnTIE

s 2ammk. 50D wmEs 10 (b) hEIESSmAFE. X
HLHI FIRNN A 5 B BORERT 8] /2 [a) 15 38 #1#l] (Back Propagation Through
Time, BPTT) B9I{)l, AT, EXEEBENFINEEERESEEH
Z1F, MAREBPTTHLHIF REERBRE—MNKT.

HI, XFZITRR T B AR EKAISCARFS, A EE NN R
E. EEBE—RYIAILIGFRA, Transformer-XLHELL S
Transformer, BEWSZEMIK M ELIAZ 180013 L _EHISNIR

2. AR B 4mAY

BIRIREE B E R EIA AR GEBIFE A ER 2 BAE B RE
Sk, EERNAFTEEE—TIEEEEZNRE: NMX 9 AREHRFRIFE
ELE? KAESTransformer PRULEIT A B A /75— A I 1THY, H
[REPT @ AR

h'T :f(hf—l‘vT-i_v!lj:n) (8718)
hrir = f(hr, vrp1 +00,,) (8-19)

nxd
s, U C R i umARE; vRFLERE; f
FRTREL.

AIAB RN TAERR, ERANMERERS—HF/. fla, TE
T RPEx G ME T HRFEx . NN EFREEEMEER, miX



BART S,

jjTﬁqu?&l_ Ma]RE, Transformer—XL3| AT X & RIS TRER. {iL
EEEMNEEMFEAINEIENEMNHE L, BTHWERERZE
EI’J?EE?&?E?%O MRAENAIERLRE, FiMIS5E I MIEEE., |

ai;=v) W9 W, +o] W9 WRR,_; +u® WFu,, +u® WRR,_; (8-20)

s

(a) (b} {c) {d)

R, W fi% € R exmigeinEg; Vo RRidk AR

g, RERY wcins i Bl (NERBABBKE) , S—1T
AERRY IE5%4mA0EE, HE i1 %T*ﬁiﬂiﬁlﬂjﬁnﬁlﬂ’]hﬁﬁi =
B e N 1 D

- ETASHEXE () : HEERX S NARZIEXEKE

* AEHEXHNAERE (b) : HEEIE AT SEAER
Mz EXEKER, R RARENEMNNVERR, BRPEI-i1T;

- EREAERE (o) : HEEExNUERESE RS ZE
HIKEX TSR ;

- ERMERE (d) : HEEEx, SN ERE 6 XEKE

=
1N O

RSGBANEZE T A — LS E R CHR (28] THEE ZHRARMET,

8.2.3 Reformer

Reformer M FZES| N\ T BEEURISE T jjﬂ]_IJETransformerTS'Z
;I; BT ROREMNRNESA, #—2EA T7TRETKX AR IEEE



1. FEBEURIE A RS

B, ENEREBEMEIFENZE], EELERNXEOR>,
X I Ak SgReformer HYIS LT HEN .

(1) B+ EERFENAEN, EESTransformerd, A
=EREZANENEEZEES M RES. #AE, FiTEETAE=E
MEE=EZEEENE, REBEIENENEREMBCKMSE)HEE
EE. A4, EFEE Q) FMEEE K) EREZA—? BIRER—
NEeEERESIES () , 53— 1M 2EEESIE. (EEBEXE
WESE, XFhEGFgEHERE R Transformer 5545 Transformer HEL H %
BEXKHIMEEESR . Etk, 7EReformer KA TOK HZHY
Transformer, /0 T EENHWHIFH—IDIHE

(2) £FEBENTENYEM. EfESRTransformer 1, FEFE
MERGHERERN X N, BIR—DRUFFIHCEN b kisshe. tati,
B I A A RBEE RS K NS T R KR, MIXAMR
A PRBIAE BRI S AR R AL RE

BLEZS P LAZABBEHEIENE? TUNAHEEEX
VEE. B, SMASEITRBAZENXREENERS 5,
MERAMEF— NSNS AAERERNXKER, S, Kb Ei
SR THUSI R 30 0 R G Sof tnax R BCHOE M, T HUE 2 Al
M. BiFSof trax BMIFBNLEREBIAT RERANE TLE,
R R B ER AN RS SEER NN ES. MR ERLS
LSRR RN, AR EREE NI HE.

(3) EEREURIEHR . RARBETHEE EEALIE, 2T EER
SXRENGE, BES3IHTESEBEMIXKBE RSN MIH A EE,
Zlitk, Reformer S| N T BEREURIEFE /R (Local ity-Sensitive
Hashing, LSH) fRRSHZT B NSHRRILPITENO). EHIPHEREH
BRIt —THmEREh (x) , FEREXEENEZE LR SHEE
BEE—HREE, MRzEEEF A—H#NREE. Hiltt, &
Reformer F REXFHE “tHHIENRE B SHMEEE—HNIREE" X
— &, RIBEMPLSHEEM], ATERbNMBEE, EX—HE

msEr B € RVY? (xR |, HENBRERY:



h(x) = arg max([zR; —x R]) (8-21)
X, [ IREEEFERE.

& 8-11%4ad T —MEZHEZ=EINR EEERRE A TR, ',
FEYEEEINEE, yEZHTSERERS, SR—ET R,
Vo IEPQA'CHTW??FPI s HP—HERARK, %Tﬁﬁ’l‘[’rﬂ%Zl‘EﬂE’\J
BIEEIR; MB—HRNRAB, REENEEZENEUERS.
Bl Ry IES X Mg & &l s A X (BIME) - AREHL A&
B 6, (ALUEF—RER) TR, v, AURERABAN—A
x, yoAEE{0, 3}XiE, MRAEBPH—HELEROXE. ET
K, BRI 0 FN6,. ATUEE, RABAN—ETREX
AER AR, MREBDHI—EASZRHERRXEF, <A
BT REZE T EIR— I XEF. Wi, S8 EE8ReE,
AU KRB RGRAE, LUBIRERMNERIRIE T .. ABARYEZATAY
o, AFZMNEAAENTRRTIEENNITEREEBIABITATTE
ABNNFIN B, WMAHER T EENHENERE.

e T FlHLEESE MmO Pl AESS F R FEHLAEY A2

O @\”
l 1
K8-11 B3R A 2 — 4 = 1] ¥ 49 7= 17

(4) FENTE. EXLRNAYS, BEFEAHITITEMRIERE

HERE. Y, 8MEIREINRENETEARERE, XEHAEE
R BEEMERREES], EFESMA—TMES SR,

E8-1245 . T — 1 B T EERS RS ETE NIt ERG. T
REFHE—ITEREENMNMIAFY, XBERLUAAZREAEZE, WATLUA
Ae#EmE (KEZEfTransformer) . FETXR, FFHBEPHEE R X



EEHITHE (BMeRrEENE, BEEHEENRAE) . T—28
UiEAFFEEESHRERE—E, FRBIRRENRAN XE
&=4) HITHTR (Chunk) « ATUEEIE1NMRFE4NMRANTRZHZAR
HERRAE, ME2DRMEIMREE TRMAENREE. REH
NEBNUEREMT, BIMRZRA2S5HaTHRI— M RPEBEHEERS
ENTHERHEEIEN.

saawmn [T T I I T I T T TITT]
s CE EE-E NN N N

SEEL EEEE | EEEE
won . HEEE RO CEEE 1T

e DI BT e (11 1]

HEED

B8-12 A3 Rob A ik & ) 0 it )

(5) ZREEERIES. BHENEESLF LR ERESHEEIE.
BIENT A EEEURIE R EIREE R T IF A 2 M8 [E A1
(tHEIBIE ) . (BLPr EEEEURIEH S LUNMERLINELK, F15
I EIEFHBIAEARIHERA . Eitk, Reformeri@id{F B 24 HEREHU
154 (Multi-round LSH) H—EREIRE. /EH BT —HLINIIE
TXMAENAENM. G EFRAERZIE N BEITNEFEERMTE
D), MEMNRMERER R EIBEELEHITE, TENIFEREN
BETILF52. 5%. MEXAZREBPRBHE TR EIE NG, 288881 E
76.9%, TM8ECEENZILZEI94. 8%,

2. A[ixTransformer

AT H—TEERBEWAFSAZTIE, Reformer PIES|INT A 1A
TransformerfiAR. ZFARZFEH| A5 ZEMLZE (Reversible Residual
Networks, RRN) (B 4TMigit, HEFEREEEE—ENEUEEE



AILUBE FEEMAUEEHITER. B, SREEHITERBETE
B, TEFERFE—ITEENAEE, IFEZRINTNERKER
AT ERRE R IGHENAYE. HIEERII, FIEskEM %S —MH A E
mTEREE. BRHRZREMEZENA:

Y = X + F(X) (8-22)

®ep, FETRRERN. HTSMAEREMNE, BEHHAX
FUIHY SBISEA X, X)) F (Y, Y, , HiBEFRH#TE
2,

Yi=X,+ J:(XQ) Yo = X5 + Q(Y.) (8-23)

®rh, S MGETRRERY. YKEEBE, TLUER (8-23) &K
SHTs, BETREREIRDREN.

Xy =Y, - G(Y1) X, =Y, — F(Ya) (8-24)

E8-1326H T (8-23) = (8-24) HEMEMET.

X — /@/Bv Ve ks » Q@\ Y
X, (- Y, .\:qu—/Q Y
(a) WG 5 (YA L By

K8-13 TTi# K £ Nt H &R

EF A LB, g a R EMENHE Transformeri&Hich, 40

TRER. XEBRF 2FBHE, MY 24%ER. EETEY
B, XERNBEHREETREIT— (Layer Normalization, LN) [4313g&
E.

Y1 = X + Attention( X5) Ys = Xy + FeedForward(Y7) (8-25)

fRitbz 9h, FERiETransformer RIRSIN T S BRG], #H—BFE K
THIRHEMNEZANE SR . BSLBAIEE T LURNESCE [40] THEE ¥
MAYFAR AT .



8.2.4 Longformer

CHATEEMRE (A12) PIARAREE T —HETFHRREE
SN HIEHERI—L ongformer 14, Longformer i$MIN XA FFIHI R A
KE 7TE4096, FEIREH T =Z#MEEEE /1125 (Sparse Attention
Pattern) MBRITHEEZRE, HAERBIHEFESN. ¥KEBEHEOF
Eﬁ%ﬂé)ﬁﬁ%ﬁ, WES-14F 7~ FETRRIFMNBX=FEEHIE
I\ o

HHE

(a) SEREATHEE ) (b) drEhEO R (e} 4 kit ahi Okl (dy A=Ky + HHEhE O

K 8-14 Longformer AR &9 A /2 & /1 42 X AT kb
1. EsIEOEEREN

AZHIBFERAT, SR S5ERMNE T MAFE—ERXEX,
Fitxt R AREtTEEE NN EFE—ENEERR. &
Longformer S| N T —HMEIE K ERBEHNE EE NG, ESEMNE
R 5HEMBMAvMNE (AHrTERA S0, ZAEOKENAK/2) HE
AR BHEEENNGE AT LB EEN T ENNEERE

On*) peqrz O(nF) | mSmgAmoIMKEnR & LR,

XHEENE OVE SERMEME LN, AERMEMEZH, R
MBI ERZA R/, BERLUUBREZNERENE N, REREEED
EGFEEE. FIE, fREE EREmE0AFFZTEHTEFENE
=EEEY, B LB Z ETransformer iRBVEFZERIEEE M, MK
NEEKEENRHIER. B, E—PLEMTransformeriZB A,
ETERESZE (Receptive Field) B2LX k (HAMRIZEE—EWEO
K k 2EER) . E8.14 (b) B T—1MEOXK/NMNARIEEIEO
/jj“T?ﬁ'J, ENEgNEaR (A% RES5EFRBNMEINZE/IRTETFE



2. KEMEOEREN

EEshEaOP, EMEOXNKATUESFNAFMARESZ ETXE
2, BStEmitEs. ATHERLARDE, Longformeri B3| N7 —Fh
aKiEIE O A%, ZAEEE T ERBZWEF Y HKER
(Dilated Convolution) 12, ZEFKEHEOF, HAEFMBEEOR
FrERMLETRXERIEIER, MESIANTH KE (Dilation Rate) d, HEIF
[B]fRd-1KAHE—X. E—PLERTransformert&&idh, BE—NEER
FkRIAEB O KNk, RINERIRZEFZL XXk,

XBESES 14 (o) IR KEsEONGl. &k, NTEER
BERE, BOX/NA12 (B 5KkER=2) MY EKESEORESEOX
WRoWEREHNE AR EEMEERN, I8 MIRSSHIEEIMITE
BN CREET) - MATY KiEsiEdOxXA 7 ERXERE, 84
g\ﬁjIlJ%lJFH@JEi’tE’\JJ:TiEE, B AT AR A BE S SRRl o LAY

18] o

3. &RiEES]

EFNFIESER YD, N TFAREENES, HAFTREERE
B, f5lzn, FEHEIESREY, ERFABI ETXEE TN LR
BiREfta; EXASEESS, BFFERCLS] LIRS ;
SR &Sk RIEIE R FESKRIE, FoEMEESREE, BEZE
Transformer=F S E Z [B]HYEL & .

R, BIEIREAEEIE OAETEZE I TSI ENRRIER
Eitk, Long—formerSINT £ EFE NG EFR R F—LFLIEERL
B, FXEMNBREBEISHER. F8.14 (d) AET— I 2EI=E
TFEHEOLEEGF. AJULESR], STFFIITRET. 2. 651164
RIEiE), HEEITEIPNEEESTUHESR . XEKREIZIR AT AEAN
FHIRNER, RNENFIIEHEETEINEGEER IR FHit,
2BFEENINEI—R— N IREVIRIE

HEPRR AR, TRMRBEBESHRREERIENERENMNE,
Bltn, EXATEESFE, ALEICLSIRER “€/AIN” ; EiEZ
RESE, AILUFHAaNEEFTHEIEIRER “ERAL” . BT2E
ARMERHEET/ NTFIIKE, BEEN BxIEN) MeE/REEN



skt g pne O,

8.2.5 BigBird

BigBirdliE—EHiik T Transformer X SCHS Y4 IR EE 1, t[E]
HELTHREEENNGE, WNES-15FK.

) - FEHEETI: #XE—1E, BEYLEEr MEasS5EE IR
"

s BHBELOEES: SlongformertllE], BENRFI A H7018E ERIK
MATEEET;

« 2FFES: Slongformer £AMHE], BIMMMANFFIHEFEA
i), FEEBREFFEIR, R2IFA. XHIEERAKNEBTransformer
2H#E (Internal Transformer Construction, ITC) &RX. 5
Longformer NE 2 AET, AT LLIEFFEIPERTransformer2HEE
(External Transformer Construction, ETC) tRz=\, ZEMINFFY|PiH
NEVNIERRIE, FEHEBLEIFAIE, RZIFA;

* BigBird: A& T A E=MAEIEEIEN.

(a) BIMLIER-h (hy HEEhBICEEh {c) ERETD (dy BigBird

K8-15 BigBirdE R R &) A /2 & /42 Xtk

fRItbZ 5, BigBirdiEH IR 5 #TIERR T #& Bk Transformer BB
%, JERABigBird—RFFIERRBABR LIS X, HARERTEN
(Turing Complete) . EIFMAIFARMTIAISE @k [45]H— T
ﬁgo

&la, ATRRIEKFI ENZERNSE, BRTEANBRIES L



15, ARAREEBieBirdAEERIFS] (FADNA) B _ETICFRRMEL
F. BiIsLiGFRAA, BigBirdERBENFXIE M (Promoter Region
Prediction) LAKZEEFEEFM (Chromatin Profile Prediction)
FHL3RET EERERERFA

8.2.6 fRAEUXSLE

EXRTHRE, BE3RE-103FtE— L mE TR F S IBAY
Transformer TFHRA! (WHEFRSIX—Former) . FRT AT LRIIRE,
THITARM T BRI HiEESE, BTERAR, E&7FRIE
MR SCER T AR . [EIRS, EFIEERIECE[46], NMMARSET

fRIX LR,

8.3.1 ik

NZES R RRERZERNBSESTEIG T RFAUR, B
BEXERBNSHERKR, R¥EHE KRN AVETEFIZEF K.
El8-1645H TERMINZIESRESHEN L RESE. ATLIER], 7l
ZIESIRANSHEE MBIEAEE . XEFELIRNA P ERXL
T ZE S IR B 15 R A 3 .

7<8-10 MEEHKXAFFILIBHITransformer TR A XFEL

g gic] SHE FEEHE
Set Transformer!*”! O(nk) it HL
Transformer-XL*! O(n?) GEHIL I
Sparse Transformer'**! O(n/n) [l
Reformert*” O(nlogn) Af2f SR
Longformer'* O(n(k +m)) [ A
ETCH” C)(nﬁ + nng) [ sEHRE
Synthesizer'™" O(n?) Aaf 2 S R
Performer*!! O(n) ¥ (Kernel ) 77k
Linformer*”! O(n) ek (Low rank ) ik
Linear Transformers'>”! O(n) Bk

)

BigBird™! O(n fei s
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Eitk, FBRTHRETNIZIESREFTUNSE, ) semsERTmIZ
BEERASHEUNMREITHERERIEFEEENMRSE. BaTER
BFNZIESIRBEG 5 AR FIRZAR B, FIRZEE (Knowledge
Distillation, KD) R—MERMNFIRTI®EGZE, BERHIT
(Teacher) #RBIFNIZFAE (Student) 1EBEVMIRL. FNRZRIBTLIGEITHZFE
TR, BEIENHTEEESREFEER, FEFZEERNMEER
=ESHMREIRIL. SARAFIHRBRAHAERFEREPETR (S
=) —EELLHUTRED )N, BEXMRNAEES, BEFERIZEARE
BRANERFERFR—PBNRE, RREXRERFRERAYR.

AN EIFh B Y KT EMARIBRTIIIZGIE S 128, Haig
DistiIBERT, TinyBERTHIMobi|eBERT, R 7T F5{EifE i thSLINEEHY
EHESEMR, RELENE— 1P EHEERAESIBEGSAFINZET A
Bl TextBrewer, HESHAKXBNBEREFEHRTE.

8.3.2 DistiIBERT

Disti|BERTOY MATEHTF=FHik (Triple Loss) RIENIRZKIE
753%. tHEEBERT #%E!, Disti|BERT WIS ¥ EELEE [FkAV40%, [FAt
R 60%HIHEIEIRERT, HEAES N TIFES LiAZIBERTIERAIXRAY
97%. ¥ETE, $H3iDis—ti|BERTER HIENIRZRIBS ZHITN B,

1. BARLGEH



Disti |IBERTEURARLEHUNES-17FrR. FHEFEA! (BIDisti|BERT)
HERLEWZE—77E BERT {28!, [FRfXEiETHRICERE GE (Token—
type Embedd-ing) BlFnith{kigEik (Pooler) . HTiERI R EIEFERT
[RERBYBERT-basetR R, HTFHIMRBFNFSE {E=EI R FI S EEWE AR
G, ATEACERHTER SRR, FEERFER T HIPERAYE]
NEFHITHIE . Disti IBERTAREIAIIZGR 5725 EHIBIBERTIIZRE K —
¥, RREVTERRHFTERX, ETRSXBTRANA. Bib
TETERRE, DistiIBERTRZEH THIBIESHRE (MLM) #1177l
%, HRAFERTUNT—MNaFFul (NSP) {£55.

BHEEMLMIRE

ZIBMLMIRS
fgBEmE o O REESd
AR RRZIRE

Transformer
Block

Transformer
Block

Ay
A |

Transformer
Block

Transformer
Block

AR
BERT ( #HEE ) DistilBERT ( 324458 )

BE8-17 Disti |IBERTH#Y A A 2EH)
2. MmAZRIBEE

AT EHINER IR EMEZERE!, DistiIBERTSRA T =E&#H
5% BLEBMLMIRSL . ZIBMLMIR L FNiR B E R oaisk, MR

L= Es-mlm oz ﬁd-mlm 4 [eos {8-2(})

(1) BEEBWMGS% ., FIAEEIESERENEERINRKL, BB
MANTSERILNE T, SEEMRALEEIRRTE ENTES R, H
FIARZ X EREREFES]) . MMESENNIZEGEBRE?. 3. 3BNEE, X
BLREELR, BLEENWMGENITESERN:

£ == yilog(s:) (8-27)



XA, v RRBIDEINORE; s RAFEREIIZEHIRH T
=R

(2) ZRIEMLMIRi S . FIFBUTHERNERIENIES(ES, SFEE
BRI R T E RN EIREFITES] . ATHINREZ B L3R
ZIESRE, HMHBMEERS AR FE R EIER, sEBEd—F
FMSEBIIZBER. Fitk, EFVIKIESERNINMRZRES, BEBEM
BMMFREREFRZE (Hard Label) % 75%, FXIEBMLMFRIERIRE
(Soft Label) Y&FE. BIREXTN ESLHIMLMIIZGIRE, TMIFRE

ERMRBMEE AR . ZEMMRRTESEAR:
oL th log(s;) (8-28)

A, t R ABITERIE I N EEE; s RFEER
SHZE BB 2, e (8-27) #1xX (8-28) AIRBREELE
WeBMLMIR SR FZE SAMLMIR Sk Z [BI I X 5l . BEFEHR, LitEHSERL,
s Bf, Disti|BERTRA T H B .2E R AISoftmaxek .

- exp(z;/T)
"= 5, exp(/T)

ANF, P.RAHALENSRE (t Ms BWERZFEITE) ;5 2,
Mz RRAKRFGENRE; T XRRERYE. TGN E, BEREER
BOREAT-8. TEHEIBEMEL, BERERBIZEART-1, AIEEAZERN
Softmax K2 .

(3) JH[EIERZINK . 1EEIER LK BRI FHIDRR x4
*ﬁﬂg‘]l‘%ﬁ%f’ﬂ%ﬁ"]ﬁrﬂ, MBS B4 ERHIIRNRR I E R B AR
=, MTNErR:

(8-29)

L5 = cos(h', h*) (8-30)

" X, WA ARTBIMERENFEE R E—ENRES EN

>

8. 3.3 TinyBERT



TinyBERTPS X E(F A THIMNNiIA a2 R XK B P EER BiH—$
RAFNRRIBAIRIER . TinyBERTFIBMREENZRIBAE, BIFEFUINZMEX
M ESEAMEEFITENRZRE, H—PRA T T ESMEER
I, TinyBERT (4E) AILUAE|HUMIRE! (BERT-base) XSRAV96. 8%,
ﬁ_ﬁjﬁ%é&%iﬁ»ﬂii%ﬁzﬂﬂﬁ%iﬂﬂm 3.3%, HENFEEHINIRAI0. %HIHETE
B8]

1. HRZIETS &

TinyBERTEH X FUNIGE S RBE N ERD KA T A RIRZIEG X,
BRI A=Y AREREE. FRARRBUNMUERB. AT
ETNE, REBINER12ERIBERT-base, FHRE H4EBERT.

C - Ecmh +£|‘nid SE Eprcd (8_3])

(1) EEEREZAE. §5E, TinyBERTHEM T X1i7[EE ERIZEHR
K, HEFEHREREREVHBUNMER RSV Z B EIRER
5%

Eemb = h’ISE(ﬂSW61 ’Ul) (8—32)

N, MSE () REWFBRERKEY; WCRREERENE,
E?ﬂ%i‘i*ﬁﬁ&ﬁ@iﬂFﬂ%iﬁfﬁﬁ?ﬁ&%%ﬂﬁﬁﬁ!ﬁ@iﬂﬁ%i&&, UEHE
Ko

(2) HEZEZEIB. ETransformer BE{KRER45, TinyBERT5|IANTa
SEZRIBIRLIEENZRIBINL, SRAPREELE %k XER LM
Ex M HUMAR B A EIIR BB AR R, WM 2 EFaY R 2R 1R
B, WEs-18fR.

HTFHMRBEMZERBNERHA—, AT IHHERIMEERFE
HRAFE ERA Rk, FERIT—REFERE (i) = j, BEE
BRARNE EMBNERAE JEEERER. TinyBERTER TEEMFGE
BETICED, JSMRETERBE X g (i) =3i, BIE3E#IT—RMEt. tEk
%}F}gﬁi*ﬁﬁﬂﬁ’\]%{h 2, 3, 4 B AIrEEIZmEER (3, 6, 9,

12} | =o

BTMREXRRE, REtEPEEMNLERLT . Bift, REE



—— ~ Frbre 2N = = o] S[Z] = = asiit]
FIERE R ESEEng EaesEnt P Sxmansisne
t[:’.] AY A AN Y o | =
sRmE P rEmEiRERE,
LM, j) = MSE(h*" W ™), st g(i) = j (8-33)

R, MSE (-) RRMIFREMKRRY,; WRNEEZRNE,
fﬁﬂ:ﬂ%ﬁiﬁﬂﬂ’ﬂB%’?:}%Z’Efﬁ’fx“?ﬁ&%%wﬂﬁﬁi”ﬂ’ﬂB%/é.‘)%éﬁfﬁ, UEHE
TR o

ER DK

L0 B
I'- \.
/ " = L]
4 \

ERDER EE R

i

1

\

B B 1

'.“' I ﬂ‘ .\

'\
i
;

RERHEH

BUmRE PEE

K 8-18 TinyBERT ¥ 8] B &8 7 kT &R

il
FIE, EARERASTEREERgE EnEnEEd 5
(7]
HITERE B IR R A ZEnlsiRsRg, EEHERS
ZAKINAnX B SR, Hh nRANFIIKE., TEIENE, BT
fETransformer P{FERMNEZLEFTE NG, XBEEE SN EESN
S R R IR TR, BAN, X BIEAEE PR A
SoftmaxeR U E, W TFAR.



1 i )
Eitil(i!j) = E Z I\"[SE(A”I ]. A[l. |)! giE g(i) = § (8-34)
k=1

A, KRRESTRY

g, hEREERE L™ AR EME R () =HEs
pamngk £ 00 y s hxmne £07) 2 5.

£ = S, §) + £, 5)], st g(d)

g(i)=j (8-35)
i,

(3) FUMEZRTE, SDisti|BERTMN, TinyBERTHIEH T 3KHrE

i, BT R R, HERIF % X AR & 2T
23],

e Z t: log(s (8-36)
B exp(zi,/T) ;
= %, exp(/T) =

A, tRTBUMEEMEB AR, s /RAFERE LA
; PRANTERENBERE (s BFEMZAETE) ; T /xR

J"'?*%Z FEIENE, ?'_TlnyBERT':P, mE R E%T1 R 2
BN E I E9Sof tmax k3] .

2. BRI

TinyBERTSIAN T AERNZE B A, BIETIIGMEL A T FHMESE A
M EX Y TZRE, WE8-19F7R.

KAEE

{EF IR

HEESER

i
TinyBERT

s

WiBEr
TinyBERT

¥ RAFYE

E8-19 TinyBERT# M XA 7 &



(1) BAZEIB. EINEGME, FRZBEBEFEHINRE GEE
AR EMAIZEER, EAFZEEANERRRE. BRZBEA
T RIAETNFES B AE LRI FUZRIBERTIE EUMREL, HEFIFAX
MR TR EIBRONZTinyBERT (FHERR) . EEFENE, HEX—
MEZ, TinyBERTHRBFERMMNERIEML, HABRZRBNEREF
SJBERTE R ER P HIZR/RBE ST o

(2) HEESEE. ETRESHEME, MAZEBHT—PRT
MHESBERPSUBAIRERBIFEERE, EAFEREAAREESLE
MRREES], EFERBSEGFESEMRS. HEESRBERATE
W T ESHERBERTEARIMREY, FHF| HHIEE RITFES
AR —LUNZTinyBERT, {EIRES BARMESSEMITE.

(3) BB . ATIEMFEESZHZEIBME, TinyBERT IAT
BRI A ERE—SH R ESEE. TERREFMAATH
B4R 18I EBERT #1 GloVe “piRViAEI= T EE AR HHITE
. FEiFMBIRIE RIS ZE CHE[55] .

8.3.4 Mobi leBERT

Mob i | éBERTPOIRTIUFIE—1 “E5" JRHIBERT-|argetBR, fEF]
T 5 (Bottleneck Structure) , FHEBIEAFFITRMHZN
BT Eth B —E . Mobi | eBERTRENSIARIZMHRAIBERT-base
99. 2% BERIR (DAGLUERIREE B2 iR EtE) , HEIERAEIRS. 5
&, SHERIKRE23. 2%,

Mob i | eBERTZEBERTHOBLA | #H1T T 2 FLstnitt, BltnEisRIg—
fe, EFARLUBIEER S, XEFERFNG. BoLBa s s
iﬁﬁﬂg—ﬁTﬁﬁ@%mﬁ%oTﬁﬁﬁﬂ%mmm%m%mmm
WREIBR .

1. FRZRIE R A

Mobi | eBERTHYIRSL ER B A PUER 2B AN : B EMLMIR S, B ULEENSP

Mk REERBIRAIIENRIBHREL.

1: — (}:‘Clnlm 4 Emp 4 {1 . (_t)([,hid £ £:m) (8738)



AH, 0< a SIRFATRERBINENBSE, 7EMobi |eBERTH
BY a =0. 5,

Heh, 5USEMLNRS RIS K ENSPIR 4 5 B FRBERT O SL I B —#¥
P B%%F?f’t%’b SN 5TinyBERT—#, itEHINMREMZFEEREEZE
EEEME B GIRENR. FEIERZ, HTMobileBERT (&
H1ER) SHMEEMNER— (WR12E) , XELFEE IS E
%, AEERBIMREMNFERANET— Fl&ﬁ——ﬂr“ B, SEEH
IRt 5TinyBERTZE{IL, {E7EMobi |eBERTH{EFHAY R E TKLELEHY
55, MARTinyBERTHREFIRESK .

K
1 [ 5] ;
) =% ) KL(A"||A™) (8-39)
k=1

R, K REESILE; KL () RRKLEUEEH. SMSEdRsk
R AERNRZ, KLEEHARTMRE, X—aEEHFIEE.
Mob i | eBERTARZY FEE (AR L5 44N [FI8-20Ff 7R o

2. AR TR

Mobi | eBERT{EF T —#hiaiH =X, 20121FF#5 (Progressive Knowledge
Transfer) TREG. E8-2145H T —1 7R, ﬁ*%ﬂﬂﬁ%ﬁ:mwz
Tra;sformeré**’] BMHEBNXBMARRISHEFRLE, ISHALESS
%

AIUEEEMAERFIRER S, AREEMEXXMEENNE
EEENHNMERZ N ZF RN, IRRAS588FEH. mxtFa
BB Transformer /&, KA THHENAERZRSIIEG. Bk, FEEREF
RFIHITEBENE—E. #FETRK, FERBPREZ IJHINMRENEZ
E, ﬁﬁﬁtﬁ’l%‘i*ﬁﬁ!ﬁ’ﬂ%-@*ﬂi%x%'—ﬁE%ﬁﬁ’ﬂo Rib g, HEE
RBZSIHINRBNE | Bi, FERBEGERE/NT I BENNEY LSS
B, WXEE B SRR X FA N NI A EE M TEME
R, RSLBAYIEE A LURIESCER [56] TR Z 401,



( ii__llf:lE ]--:[ AaRE | > Aang | | ﬁﬁ:nﬁ J]j---[ ﬁlﬁ;:lﬁ )

3EFImRR [e) A A B R T 3 ER FRE H—EEIR
K 8-21 Mobi |eBERT#fut X fmiRiL 4% R k&K

8.3.5 TextBrewer
1. Bk

RTHEMRRARRIESSIRB R EIRZRE, T KA S
T T — 2 E TPyTorchiIEIIRZR B T B TextBrewer ¥, EiERLT
ZHERAZEMHEATZMEARAESAEIHNBEEEEIES, BIXK
S, FIEEBAFIIRRTEEF. TextBrewerfZf T EE—EHI TIER
2, FERAFPRRIEZZXEXE, HATRERPERRERESH
B. (A TextBrewer EZ M EHARIBE A IBEH LR EBERTIER!, (NFEE



1T 8 B AL B BN A NS M = B 8 2 FFAYBERTZR IR BU ORISR

TextBrewer 1E 7T B REIEA API O —RIITIENXHIZEIES
SESREFM A EFIMNELE LT, RIiISCI0I0UE, TextBrewer EZPNER
BEIEHAFESS EXT BERT RBIHITZIE, seWBESHEELE AT/
A IB S EEIFRIIR . TextBrewer IEEBYF S AR TILE,

(1) ERSERE . ZFZMHREIZEH (ANTransformer. RNN) %0
ZMBRESAIBES (WXARSSE., FIEIBEMFIERESE) ;

(2) BEEAERE. MRS EREEENR
(Configurations) FtE. BEAEXMN R AT HREA ZMEIRZEIBES
g

(3) LB ESERE, TextBrewer AMUR M T ERE LAY
MMRZRIEGE, WEETITENMRE (V) Sl —it X IBRR, B
I SCIGIESE, XLERBITENA TR AREESFRHIEEEN;

(4) BBEZH. ATIEATextBrewer ZKIBIER, AP ILIEKIE

BE RS, FEAIEREHINGHARNKIRTAE, WREG
£ BIRALIERESE, (NFHSM Tl —EEFETE,

2. S

TextBrewer FYEE I ITTIESRUNEIB-22F 7R, £EHNA
Configurations, DistillersFfiUtilities=8B4r. H, Distillers
B FHITEFRRYFIIRZRIB T {E; ConfigurationsADistil lersig{trE
HRE; UtilitieshEl&—L@BMTIAE, MERSHEIHE.

Configurations Distillers

General MultiTeacher
Distiller Distiller Utilities
Basic

s -
Basic MultiTask
owes st OO

E8-22 TextBrewer #AR1% 1H4E 4




(1) Distillers. Distillersm@TextBrewer B9%%ily, HAFINZZE
IR, REREMFARERE. Har, TEERREMHET I
Distillers, X%DistillersHIHA G ZHEE, HEHREER.

* BasicDistiller: H{ITRERREINZKIE,

* GeneralDistiller: $HEEFBasicDistiller, ZnMEHTEEIR
Sk # (Interme—diate Loss Functions) RIS #F;

* MultiTeacherDistiller: ZHINBEEZIENRZE, FZNET
SRR B ZR B — N F R

* MultiTaskDistiller: ZEITZEFZIIRZE, BFZNAREES
BT E R ZR BRI — N F 1R R,

* BasicTrainer: ATHEAHREHE LEEEMINEGHITEE,

(2) Configurations. Distillersil|ZeiR BRI EASTREH
AN E X &R TrainingConfigFADistillationConfigiEZE.

* TrainingConfig: EX T REFIXLWHBRHLE, WMHEBR
5 ERS. ETi8%. ERGEEMEMITENSIES,

* DistillationConfig: X T FMEIRZIBZYIHEKHECE, AF0
RFRIBIRC AR, MARKIEEE . BREHmAiE. FTHEMFE
REBRSHREARHEF. PERSERSHLREA T HERTMEE
BRARFERESBRESZ B EERL, T BERBAESESE; #T
HR TS IEERANENEE.

RTHEER, TextBrewerB & T —LnE X AISRIESZIN . IRz
Tk R #, BETRSELANK. RZBIUERS%. FSPRERER
f& (81 FONSTHR 2k P S 2 fhifi sk R 8. B B X 5 39 AT A USONSZ i34 T 4]
a1t

3. (XAZ LI

THENBIATE R TextBrewer HTHIAZXE, AENFIRZH], F
B —LERTE. 5%, EAEFSHESE DNISHTEE, X—5




AJ{&BhBasicTrainerSEfk. AlE, EXMVBHFERE., FIEATUI
ZAERIAIG LS NI . =E, WEHIEIAKEE (dataloader) .
FHERIMUL S E (Optimizer) FAFEIZFTEEE (Learning rate

scheduler)

HEETIEERE, SRUTSBEIRFiazZ&iS

« EMXHXBIE (TrainingConfigfiDistillationConfig) , F+FH
ZECEHIEDis—til ler;

o ENEAIEE (adaptor) FAEIEEE (callback) ;
« JAMADIstil lerWtrainfg ARz IE
THETBIERE 25 A0 ] & B AL

(1) 1EACES. Distiller@RAB LR, FHitk, HZEIBARRR
B, SEBERWMASHELERADIstil ler ] LUIREAEIE. &EHC
%H@Iﬁﬁﬁ%ﬁémsu | ler FIREY RS “BHIF” . ELURBIHYE N FIFE
BB IERBAN, BEI—MNEEYEE fﬁﬁﬂ’]—?—ﬁ, BERNERWERET
ZEERNE Y. 10 “logits” 2IREAY & 2&Softmax ik HIZULAY
logits; “hidden” RIRFEIFEIRRE BIRSIERES.

(2) ElNFERE. EINGIEREEE, EEEEER—ELHERL
& FIIFERIp M RE . X —IhRER LURIE [EIDisti | | erf& ik B3 R 2552
I, DistilleriFEBNMEEMKRES (Checkpoint) ALHITEIE R 2L
HIRFIRE,

UTHRBEBRRT —1TREENITERE, EIBERDIEHIEESST-2
15122 HIBERT- base$;i;i“?%§6FaﬁBERT$ii ({EFDisti IBERTiH
ﬁ*)]ilﬁ‘ﬂc) o



import torch

import textbrewer

from textbrewer import GemeralDistiller, TrainingConfig, DistillationConfig
from transformers import BertTokenizerFast, BertForSequenceClassification,

DistilBertForSequenceClassification

§ fudl EriE M- ¥ Dataloader
dataset = load_dataset('glue', 'sst2', split="train')

tokenizer = BertTokenizerFast.from_pretrained('bert-base-cased')

def encode(examples):
return tokenizer (examples['sentence'], truncation=True, padding='
max_length')

dataset = dataset.map(encode, batched=True)

encoded_dataset = dataset.map(lambda examples: {'labels': examples['label'l},
batched=True)

columns = ['input_ids', 'attention_mask', 'labels']

encoded_dataset.set_format (type="torch', columns=columns}

def collate_fn{examples):
return dict(tokenizer.pad(examples, return_tensors='pt'))
dataloader = torch.utils.data.Dataloader(encoded dataset, collate_fn=
collate_fn, batch_size=8)



teacher model = BertForSequenceClassification.from pretrained('bert-base-cased
)

student_model = DistilBertForSequenceClassification.from_pretrained(’
distilbert-base-cased')

print("\nteacher_model's parameters:")
result, _ = textbrewer.utils.display_parameters(teacher_model, max_level=3)
print(result)

print("student_model's parameters:")
result, _ = textbrewer.utils.display parameters{student_model, max level=3)

print (result)

optimizer = torch.optim.AdamW(student model.parameters(), lr=1e-5)
devica = 'cuda' if torch.cuda.is_awailable() else ‘cpu’
if device == "cuda':

teacher_model.to(device)

student_model . to(device)

def simple_adaptor(batch, model_outputs):
return {'logits': model_cutputs[i]}

train_config = TrainingConfig(device=device)

distill_config = DistillationConfig()

distiller = GeneralDistiller(
train_config=train_config, distill_ config=distill _config,
model _T=teacher_model, model_S=student_mcdel,
adaptor_T=simple_adaptor, adaptor_S=simple_adaptor)

with distiller:
distiller.train{optimizer, dataloader,
scheduler_class=None, scheduler_args=None,

num_epochs=1, callback=None)

BT A ERRR) & & TIERAE, KPR A PREFZHITHINIR
B, UWEESEFZRIBNE. BiEE o) TextBrewerE A ML, BF
EREREENIEEEZNZELE, B TH—STHIAESHNFERS
p



8.4 4 pitEHY

KEFS5, 6. 7TBERANBTESIREEZF IR (W0

Word2vec) . EINIAIEIEEE! (A0ELMo) FIBERTZEMINZIESHRE, X
LR AV ER AT VAN A TFE S RRF TG, EFEHMER
SEAEEEFTIAGENULZH TR mEEE. XERBEESIEMAETS
(ARS8, BapnE) ERETE8NMR. EERIESAEHIE
BERII—RKBES—CAKRER, FIANREE. XAHESE. K9
NARERES AR AZERERK (Conditional Generation) [9]

i, XENFHSEMRESHEX, JURRIESXA (WHEE) « X
B (XABE) MEMsEml (AIEXAER) F. EXRESH,
NEEFMEARHFRMANEBREFNFTREESN (WhEES) , REEER
smAE (F5)) MBIERERBFRYAKR. KBERKNA T TREENE
SN HF R, My THER:E, EERTUFAREMEEINARHET
Tz ? BEXNEER, MIRAGREDY 7T —RIIHEXBIFZE iR
7 HPpBEBRRMHIIEBIBBART, UnilM, T5FIGPT-3%, [EIRY, ©°F
— AR EETAIEXARERRE, KGN EAEPREXERE,

8.4.1 BART

BART (Bidirectional and Auto—Regressive Transformers) 1&#Y
FERRERNE T Transformer BIFFNBIFFILEH (4. 4.3%F) , FEX
BIETFFHGeLU (Gaussian Error Linerar Units) BURRIEBHR TR

it ReLl, MR SMREESS Y (0002) guzinta. BarT
ZEEWEAY Transformer ZwiEEs5 R EAYEEIYIATransformer RIS ES,
B S AREENMAXARRREELHRITIIEG, 2—HAEBNEERES
mf52% (Denoising autoencoder) ., BARTIREZYRYE AR L4549 90[Z|8-23FR
Ro

BARTHYFINIZR 1L FE AT LABEFE ML T A ANMEL . B9, EMAXAT
SIANEE, HEANCREIZREIILENAE; A, EHREEMNE
E)ABBERBLREAR. EEIENRE, FESHNRE—EREER
T~=1ER 8127 &5@EsEE—2EiTE (4.4, 375) . BARTIEH!
EET ZMARMEASIAGN, HEAEIEBERTIZE Y B,
EFETERR, BERTARA Z I FUNEIS AL E /YR, TBARTIRE! 218



dERYINHERINFHE K. FRitbzsh, BARTRE thiE AT ESE R
AR

A B C D E
Pttty
Transformer ‘ Transformer
W EREEER BEIEEE
-
rrrr Pttt
A _ B _ E BOS A B C D

E8-23 BARTAE A &9 H K 4544
1. TG IES
BARTHEEVEE T U T HfMIEAESIAN AN :

(1) ERIEEHS, SBERTAREVE(, TEMINIAKRFREHRIE—IB5
B, HEBRAEBEERS (An[MASK]) ;

(2) SiaffifR. BEALREFE—RR SiaFHMIER. ZATEX KRR,
RERNNFEINRE B8], TEERERKRINNE;

(3) AITHIYIZHR. RFASKWAAXRTASITAT, HR/E
FHIBFREHLITEL. AT IRERFHIRF, HREFEXNEERMAS AL
BXEE—ERIEMRETS;

(4) iEnese . BEHUEEIMA XA PR)—P 818, HEIEEX
HE, EEHLUZBRIEHEART G, AT ERRIGE, HEFENMEALAE
Pk B R IA AR R TR K

(5) MAIETE. BENRFEZ N NARE, FERKERERRD 6
(A=3) HITRHFFE. HBENMEEFCEREINARER. SFEK
B AR, EMREBA—IMEINIRE. EXRXERRE, EXIEEAER
FUMER K SCA F B K R RE

[E8-24%FiX T I A #H 1T T LI



ERiEHERS BFHPIE R MASRERE TR

A-GC. . J DE.ABC. l C.DE.AB
PiAME \ l / YRR
AGC.E. — ABC.DE. %1—————{ A_.D_E.

E8-24 ~T Bl TBARTAE A 31 )| 45 64 48 K A% 4

ALEY, A ESEE S RIARHNES, XEaaF. XiH
RABEIRES . XEFEEZSHTAR THESHRINEAERE. Tk
[60] BYSLEG3RAA, BTN KRIERESZSSRNFTINGERAE TFESPER
MEREELF, FELLEA EE A FHESI T # AR S e v R/ BRI ER
IMEF. 3ETK, FEEEMKIEERBARTIEEI T AKIEFTGE. XEF
FiFacebook & fi BYFNIIZRBARTHEEY (bart-base) AKX transformersfE
BRI OBartForConditionalGeneration. BRI,

>>> from transformers import BartTokenizer, BartForConditionalGeneration

>>> model = BartForConditionalGeneration.from_pretrained('facebook/bart-base')

»>>> tokenizer = BartTokenizer.from_pretrained("facebook/bart-base")

>>> input = "UN Chief Says There Is <mask> in Syria"

»>>> batch = tokenizer(input, return_tensors='pt')

»>>> print(batch)

{'input_ids": tensor([[ 0, 4154, 1231, 15674, 345, 1534, 50264, i1,

1854, 211), 'attention_mask': temsor([[1, 1, 1, 1, 1, 1, 1, 1, 1,

1113}

»>>> output_ids = model.generate(input_ids=batch['input_ids'], attention_mask=
batch['attention_mask'])

>>> output = tokenizer.batch_decode(output_ids, skip_special_tokens=True)

>>> print(output)

['UN Chief Says There Is No War in Syria']

AERXNMFH, WAXAPRIEREFRE (<mask>) ALH#HIETE
A “No War” , FERA)FLHEHIFITEX LERBI N EIHE,

2. =2EE

TN BIBARTIR BB AT B & M AR RRSEMKRES, EIbERTE
SR XAERFAERBENTHEES. XTAERES, BARTIEE
AR B AE.

(1) FAnREFIRRE. STFITRES (MXFKEFERD



) , BARTHREI R RIEEE SRS F AHERBIRIMAN, 1FEEERA&RZ
RIS BURIEAMAN AN EER T, HEANEZERLM IR
b, BRAZESHIRTFRIERBERERE S . SBERTIEAH [CLS]FRIC
4L, BARTHREVFERERD 2SI BATZIERINAR I — NFRIRIE, FHLUZER
LSS BRTIEAX AR TRR, NMeEisF HE2AMmEIRE.

ElfEtts, NTFIREES, dmidsSRREeR b2 AMEE M
Ao IR, FERDES R ETZIARR & B ZSRE IRl R 1a R R E R R
T 35055 .

(2) XA%ERL. BARTIRE A UERA TR XARERES, fi
NiME (o) (Abstractive question answering) AN N ZAIHE
(Abstractive summarization) ZF., 7EXLE(ESSH, HmIEZAMAR
TERFHERMAXA, RN L8 BT A ST R B B AR A .

(3) Hz580F. AT REFESEE, ATIFRIESS58HRES
FERAENIACES, T EEERFABARTIESR, Eit, IR ARELRIE
BARTAR BV JRAL SN T RE (Embedding layer) #i#alg— N /hE
Transformer#wh383, FRIFGIFIES PAVIECAET E BB S UM
RZEE], MMIEBCBARTAERYAYFI)IZIAE (ILE8-25) . T HTSIAR
RS mIDEs S RN VIIR LAY, MBARTIRE KIS E S LT
TilZ, ERR—MULEMEERFTINESBI “SAF—
B BIER, FRETERGREFMNR. Fitk, IRARBIIIZGTIES
HFEEH. Bk, EEBARTIRBEW KIS H, RIFIESHmADES. BART
R E [B) 2 FBARTF | RS E— BRI B E DN ST 2B R 1T
W&k R, SERERNSERHITOEERIIZ.

Beijing is the capital of China

EEN NN

‘ Tmilllsrimndas L> il Rz a9 83

SRR B A B R

BOS Beijing is the capital of

BEA#DYE L 4REDER

tfrtT

It=® =2 FE 8 &HH
F8-25 BART#EA! ] T AL 3 &AL 5 =15




BEISIENRE, BABARTERZAEMESKITH, BEREAEH 7
E5 ERRIBRIMF, EZERLISRoBERTa$FF. X TBARTIEAEE
SR ERRES LRI, BGBRIEZEFRITSE 3 [60] .

8.4.2 UnilLM

MRIFEE T Transformer YN EIESIEE! (UNBERTAR B! gy ALI1E
SEA) S5EampBERYIIESEE! (ANBARTIERIAARIDE) #ITXIEL,
AIUAI, AENXANEEZATREGEHERFYIHRFEE S ERHIT
B—HZREERRIITE. XTFXWE Transformer, B—EZIREE
BT ER R A RSP REERIR; M3 T2 ETransformer, REEE
FAEFIEZIAE “hR” dRRER. ETX—BE, MR ARREH
T B Transformer Y% —1E 5 122! (Unified LanguageModel,
UniLM) . A[EFBARTARBLAY RS RS ——ARRDES 2541, UniLMREEFR—
MNTransformer %%, {E0]LARIETSERIE S 2~ AR SRS g BY Tl
%, HmBgREFSANE T ESEMESSARERES. ERZD
BHEEBSERA RN EEENEEEMEEREMINES ERE, M
MM A EB S REITTE 2RV,

1. ISR IES

UniLMIEBIR R T — NG —aIHEZR, ATAFIANEESRE, Hio
BEREMFINBFINESERFITIOEG. Hp, ETWNEESERE
MG FEREE ARG IES RGN, ERATIESEEETHES; M
%Z;Eiﬁ%*ﬁﬂl&l&ﬁﬂiuf?ﬁﬂ%%ﬁ@ﬂ’\]T’ﬁi)”iﬁﬁ%ﬁ*ﬁﬂﬁ’ﬁi

JBE

[El8-26f& 7~ T AEIFFIIZES X A B EE IR,



[+ ]
o
o
"]
(]

1
EREEE [(JOJOEE
OEEE 00NN
L] OO0mm
O0O0OmE ,, JOoUm
I ey 0 | [
Transformer |
C R e S £
i d
Transtorner 1 | |
BOS S] EOS S92 EOS BOS 51 EOS BOS S| EOS S92 EOs
(a) RLRTHE B (b) Wi S (c) FEBIEIRE 3 5 e

F8-26 UnilMiZA ¥ R I Zh4E 531 2 69 B 2 & /) 640 48 [

R | ETransformer B FENFEFEAA,, FEUniLMA, A FIH
TRIHE:

QK
Vd

A; = Softmax < + M)

X, 0 KORlAE I B LT XRTELMRSFSEINEIS.
BOAEAEE: dZ2REENERE. UnilNERKBBEIENITEARH

Hak Fiem T M e R s \FrImKE, 1 22—
BAERE, NI

. 0 AV
R &y

BTSN, (R ASEIA BRI FIZRES

(1) WEESER, MIAFIBRABENXAREAR, B4F5%RARIC
[EOS]1#HFm. SBERTHRAUZEN, FEMINSARPFENIRAEER T BIE, FHIL
—EWL RS MASKI#RIE, =EFERL E BN ALE X EffIRHEHITHR
M. FIZESSH, FHFHEEFEMIEREE “FTR” B9, EILLER]
EMEBITIE PR R Bl. R Transformert&8ich, N2
— AN EEENEAETELRE, WEs-26 (a) FiR. WA, MR



BIEE B EEAMEETELL, BIM=0,

(2) BEVESRE. GiEniE (BERA) S5EE (BAMEL)
WBRYTIESHRE. LaiEESRE (E8-26 (b) ) A, MNFR—
FZREERROTE, ReEfASaRZEEEN (FI—F) LT
MR~ HEMBEEENTHE—1N=A%MK, ReRFIENER
0. tHNH, HMAHEENERBXREBLHNEARITS (-) .

(3) FHEIFFIESIRAL. PR, TR G ESEIF
HIBIFFNESRE, HEMNATHRERNERES. W, WMAFFIESD
AERFHUARBIREAR (FER) RN AR FHXARA
BAEEE ‘AT, FtERSERNBEET; XNTEERXER
B, MRABEVEANFRNZRRER, £, ATUFAFEXRS
HrB ETXERR, UK EERNAN E TRz, WESs-
Z%Q)W%OEﬁ%i%¢,m%ﬁﬁmﬁﬁﬁﬁﬁﬁﬁﬂ(mﬁm
LM) &

SBARTIR B R dmiD 25— AR ERAE SR AR, X ERVYmhD SiERD AR 1L
ZE—ESH, MAAEBRIERIIEF, SFEXKRZEREET
BEANHEIRERR XA,

2. I2EE

(1) PHEES. FTRLEMES, UnilMgyiE AR KN SBERTH L. X
BEAMNETransformer4gfdzs (M=0) , HLUANFIIFE—ERIC
[BOS] IR E— B ERREAN KT R, WAZEHIRDAEE,
B R BRESHIRERIER RS,

(2) HpfES. MTERES, BEVIREERXARER B SIE
FEHR N MASK]FRIC, FBRTENE I BRI E XLEH BRI, &
FEBNE, MAFTIERRRN [EOSIfRic S MEH SR, MMmitiRE
F S A BRI IEE B .

8.4.3 TS

BBRANBIHIARARIEHEITS (Text—to-Text Transfer
Transformer) #REIKH T —FMSaNARBB AT EHIREE: FAER-



ANESGE—HUAFHERERES. IFE—K, RFEE—15—

B “CAREBISCAR” FEpiRE, Al LUER RIS TS A ST iEST
AR BARIES LIBES, MEFFIARUES T A RIRIRELEH
S5i%R%E. SItER, XM “K—%" HEITEEBRA MR EIE
FZEEBFISZESFIINER.

FHAR—ERAESHERZMARNEZEHRNERTEZTBERINR G
NEZ. B, SELRAINTESER, FHEBIRBESEXTSER
BirX K., AREGFENERZEERIBEIPERNTAR, LTHEZE
ZZIPURTFES] (Meta—learning) . FREENRREERZHAS
%, tkanEERR. BRIESHERMOERREHERZE. T5ERFERHN
BEBRRIES IR IR (Prompt) {EARMINANEIE R KBIRE
%, f5lan, MTFHRIIEREIEOVSEEE, TLATERA ARSI
E “translate English to German: ” BYEIZE; XMTXABEES,
MAEMANXX AT L “summarize: ” 5 FREbZ S, ST ESEELE
%, WIFERSZE, AL “sentiment: ” , FiHE
i1a “positive” TE “negative” . F8-11FIZT AREMES THIHN—
HIEENX TR

#*8-11 AEMES THMA—MEEXFR

=% T
L% BT A translate English to German: That is good
His:  Das ist gut
A AR %iA: colasentence: The course is jumping well
H#5: notacceptable
summarize:  state authorities  dispatched emergency
) A crews wesday to survey the damage after an onslaught
of severe weather in mississippt
Hiz:  six people hospitalized after a storm in attala county

F—1MEZREFEANEE. A TFEREREEZTRAEESZIEE,
BREEBLBFIRKFIAEBEINEE. wERSENREEERE, W
Transformer B, BB NHHBMESEREMNHESE., Tk
(611X EE i T AR B ENEREARES LR, LIMERAMEE
[‘Fi;zﬁﬁﬁggﬁﬁﬁi%ﬁhﬂﬁﬁﬁiﬁﬁ, R R FRIRELAR] T 41101241025
I RLIR -

AT ARIRESEEME—R XA ERRIFI, FrATSRAIA] PUfE
REEFIIEIFFIRE KRS . Hlin, BARTIREY(E R AVRIDEE—i7



MRS, BRENES BN NP FSEIFFIRE. STk [61]AYSE
BOARAA, DR MRRD SR AR IAENT E AT

(1) BB, BEMNAINEZESHEBIER, RLKT5ER
KA T EUTFBARTIR B B RIE R FZ#HITFINEG, AFR8-12FhR. 5
BARTHREFEEARE, XEBEXARENLEMA R EFERAREREEIRD;
EIRS, EEHREANBRAFHITEEEN, MEEWEFHNXXAA
Ex, HEBEIHEBIRCIERRERBEHNVNERER.

#<8-12 THIEBIFMINNLAE S 15!
Rk Thank vou for inviting me to your party last week .
BIANFF (BIHLESF 15% AU8RiC ) Thank you <X> me to your party <Y> week .
BH#REY (EREFMICHE ) <X forinviting <Y> last <Z>

(2) ZAESFINEG. BRTIERARARREIRHEITREETIZ, T5
REGEF] AR A A RHES IR EBIER T AR BN ZES UL, fHlwn

GLUEEERIESIEME . SQUADRIEMIRZEIESFES . SEENSE
FNGARZAET, XEAUEIGIRREFARMESREF ML
HieE R (Checkpoint) , FAIXMMIZESZSFH AR LHIGLEFIERE. T
g5, A& MESHITOEERKMREE . XBll61]/Y
SKIusRAH, AR MESEAUHISENEZFHT, ZEFSMIINESTEE
TR BRI .

RTTHRA, JR it 7T RERISEINMT, RSLBAIEEITEIT
2%, IRAGERNEERLZE: —HH, WERESLEESHER
WA AR HEE T RGO R FIREMERS, BESE—ESHEN
BN, ALURGEMBALIER; 5—FHH, SHNENBIREERE
TSGR B R B ERF .

8.4.4 GPT-3

ET54ER4A{L, OpenAl{2HAYGPT-34ERU[62) (B ={LGPT) thEiH
EARERXBRIES LIBESEE N A AKRE RS ER A E A
. MERXAET, GPT3EERTHNEBAMIRIES HEF)/NER
%3] (Few-shot learning) BEF. GPT-3HEREFIMIANTNULBARIE= I
AR EIESIEATBRIEBRES, REALENEIRESIREHERME
HEBH LT R, SFFHNSEEFES, ENERNEBERAT, ATHK



13 “cheese” HIABENE, TLAMEITHEIAN:

Translate English to French:
sea otter =» loutre de mer
plush girafe => girafe peluche
cheese =3

SKIUARAA, GPT-3tRBUANFZ(T(TEINIGEHE, MEBERFLE
BARMESITREEARRIE R THITIREFAZIL.

GPT-3XE4E TGPT-2 (B —XGPT) [l G Transformer BEYIE
S ERIE), (BRBMET X2 71750121038 . BRIVIIESEE A
LS BBNMERZFINEENR? EXBETHIREARSNERFE, F15E
SR A AR B — TR ORAAL AR, B, B
RERZE S S3IZL PR E AT ABIEMNR ZARHES P I TLE 80T,
El8-27 8RR T 1 X—d 1.

FHEEF

8 gaot == goat t

: sakne == snaka hedl bonj

1+ bri =bid | | | mint=>menth
AE = ;
sih == fish |

4 douk => du it I

8 p == chimp Bread I
' L r

K 8-27 &S &AL 3] AR

E8-27h I BN FIEHEE— M EBFESHZNEEHER, E5E
BEZF5 _ EBPNEN R—R “RAEIR”  (lnner loop) , AR
A “In-Context Learning” . 1REVFEAN[E]FFI_LRYIIZN XS R TTEE S
B “4MEER” (Outer loop) , REITHEANEESZZEZEMER, A
B EIRAGIEZEE—MIENES. AR, BEOAERSRER
TFGPT-38Y/MEARFE I gE 12 2] T X HaVMER .

HTHZUALEREFAERFM, Eit, GPT-31REREAFT
AIRERC. GPT-3fEH TR/ A2, o48myiiAN, HHBCTHABER, Hxt
TRE. HEENEKLEES. ATEPT-3RANSHE, BEEH
GPT-3A T TFiFESE, EEZRE/NHFAFE IRNRE TN EREITHIE,



AR B AR S AR — BB

X TGPT-3tE B T AR A % _EBYZRTS, BRSLHRAYisEE AT L
SETHk[62] .

8.4.5 AIITI AN RX

BRTIEATINGEREATEE R~ FHERERFTHES, B
BRANS— I EZNIGERE “51F° , AEEXAER. BAIESE
A (FGPT-2, GPT-3%F%) FAIMURIEBNXERH K, BHERBEENR. B
=, ERaETEARHERNENREFTNE, & “HE”7 , FiksE
FMie5. MATEFHITHICENRNS (AXAE,. £/, Suid) LAER
FEEMENXE, 2— 7t mPakayinlE.

(1) CTRL., CTRL (Conditional Transformer Language Model)
wER AN 25 TiXx—BHImMiRitaY. CTRLIREIAT LURIEE E HI 45 .
Mg, £, LEMELEXRFREMHERMEMNBIAR, Flan, ZEER
—ExTF “7]7 (Knife) BEE “Zi%” (Horror) BRMNAX, R
F=EPL “Horror A knife” 1EREIZE (Prompt) , {ERAILIERLUIT
K,

Horror A knife handle pulled through the open hole in the
front. | jumped when the knife hit. \n\nEyes widened in
horror. Her scream was the only sound | heard besides her
sobs. \n\nThe spider touched her feet as it started to dig into
the top of her arch. The creature's tears began to flow. \n\nThe
spider looked up to her and looked back at me with eyes filled
with burning tears.My heart started to race--

CTRLFZBY 254 E R R— 1N E T Transformer B [EVIIES 1R
B, BZHUABEBLIAIIEX RS/, HizOBERNEE LR THE
PEMNERENSISSEHBEMN, HIEAEHIKEE (Control
codes) FNFEMIANARISLER, LUHESFENXKRMER. EXIEEX
I, CTRLEZEELALA]LURIEARHTHIKAEAVE S E R E B3RS,
REXMAEZRBLIEINZS . EmEAYHIFED
73 “Horror” 5 “Knife” MfEMHAIES .



MRBEMNIE., SUBERZFRMETHERESER—1 AL
BESS, ABACTRURAAIINIZILFZSEPR E B R— N2 EFFE SIRIHTE.
515, GPT-3t&E&IZE{, ATERA—ERBSHTERZTES, BEE
FHERANSTESHNE. CTRLEEZE—MIEEAHIRE, EEBEFA16
2128, 48ETransformerfwiBE, 16 MEEE kL

MERNERXFE—P A ENFHESRETZERNRS. Ba, &€
EE%ﬂ%Eﬁ%ﬁ%ﬁWﬁi&ﬁﬂ,Mmm&,ﬁ%i&%ﬁﬂﬁ
U3 ?

(2) PPLM. PPLM (Plug—and-Play Language Model) #&izyl6s]ia
H®TY—fEmEFHIZG, BEGEEIBRGEASSMAERN S AE /K. Hiz
DEEE, S TFFNZGESHEE (6PT-2) UK BfREMa (FlaniERk.,
FHEF) , FAHTNERERERFHCE a (BIEHHLERP
(alx) ) SMERIFITEE, FEPEEHFTIZBENAETH. XBExE
TEBIERAISCA, P (alx) ATHEISFHEM S LR ITESE.
BIRMEESIETT S AUT=NTE:

- FiEIEIZ: EEESEEUREMFA (BIP (alx) B9t

5]

- REERE: FABMFAREEENHE, EMESEERERRY
PhSERES, EESEFETNERIEBIREM;

© EXH: RFEFOMESH, ERET—DNEKIE.

XHE—R, BREEBEXRAERMEFAFZHENTEER. FEET,
ATRIEERX AR, EHERITHIZEGIESEERESEM
NZESREEL. Eitt, PPLMERIAEFNES KRB AFRRSE, WA
T—UKLEERR, Us/MUEIERTES RESZIEEE SRR N
o Z B HIKLEUE -

8.5 I\

AEXZRESTGESREFHLIMRAR: REMAL, K3
AZRML . HERIBSEREME RRE, NETHRIRENRIT
BEEMEBRT R, EEEEMALTD, EENATETELRIESRE



HIXLNet. XIBERTHITIRELILAIRoBERTa, K TR = RAELLH
ALBERT. {£H T 4E 28— ¥| 7l 8545 #RUELECTRAFAE T 245 BUMLMAY
MacBERT. #AfE, NMATHBEKXAZEMULERIZE, G1F
Transformer—XL. Reformer. LongformerfiBigBird. &, ML TM
B AR B A EEGRE TN IESRE, HpARBWTIEEHE
DistiIBERT. TinyBERT #0 Mobi |eBERT, %T’l‘;&ﬁg’;f%%ﬂiﬂ?ﬁ'ﬂ%, AN
BT AR IBTEBTextBrewer, HEELFREIBRGINA T HEHELR
2. EAENRENBTENRIRR, BTFXAERIEFIIEFFIH
#i&, HhEiE BART, UnilM, T5 FIGPT-3, HEAXA#EXAER S H
HICTRLANPMLMAS R BL T T B BRI 4B

>J Rl
8.1 X BEIEFSREMBRILIES REMNERS
8.2 [EiRREEREN 7S EES ML ZXTALBERTIE 2 fZ AL B [B] /Y

.

8.3 MELEREI XA TR A NAIBR AR, iR K ARLIER
RULL TR R ISR R A Ay B SHAIRAES IS

8.4 {fBB8. 4. AT IN R, HiIXHIEGPT-37E [a) BT S5 LRI
o

8.5 {HEB7. 4. 25 h N B, 7ESST-2#3IBE |, {FFHRoBERTa-base
FNELECTRA-basetR B ZR B A) ST A 3 AR A, HXFEL A& BRI SCIG IR -

8.6 TEMNLI#iEE L, FIATextBrewer T EESCIN12/2BERT-base-
casediZ BRI FEIZHIBERTAREY, EKEMMENKT81%.

[1] XZRFJERAUE R aEAE X2 —FFN (BIKBER) .
[2] oAk FAE =R EAR
[3] Bp3kw= (Segment Embedding) .

[4] & L#kAr A Transformer &% %8 (Transformer Distillation) .



| %9z
ZIRSRELE BT R iR B

SREBRTRNT —HEAMNENRTSE, RIGESE
BHEJES WA RMERTIEGR T —MANOFE, RILZ5, T
AUEREIES . FEIR AR IS S MBI T 4R 0 >
hEd, BRERERSNEBRTAERNRESER, ATETRE
B2 B — R R E, ATEBANR ., A E e ARA S
EEHOTIGEE, RENBMTHESTINS S MARIRR AR R
SESBAFTIIL, BI5 BRI TIEE S SRR\ AR E
PR Eeft 5 FE S5 % RADATRIR.

9.1 ZIEEMA

A ZIESTINGIREEIEARIE S 5% —RREHERRIE X
=EXEA, NTAZEESLEMNEN. — WA EEFESE—ME
= DINERIRR, AU ERNATS—MIES, ANMARIFREERT BrRiE
SEHEATNERN, XXTERIESIEERENEM, LHEHEHE
HRIEHEHRIES (Low-resource Languages) FRIRIREEZEEBFEENE
Y. F—MNAH=RRENFIAZHES R EIHE, FEEBEEE
B, MMigHXLLIES AL IR RE

MNTESIARE, EEFAEESMNAIERTER—EETE
AN, REENBEMEELAMFNIAEZEETEANERZEL. T2
AILARIRN F I R MES AL h SRR, RAEERENXFF. ATA
EESMIRARERRZEGFE—EERENEMURS XR, TEATUIET
FI—A “BNFEERE" , F—MESmEEERy “BhE” (RS
ggﬂﬁﬁoWu%ﬂ%ﬁﬁgﬁﬁﬁﬁﬁé¢%Wﬁﬂﬁ%ﬁﬁW§
% ‘%SJO



MFHESEEEXFNGESREMS, BTEMINRERTZE
BEE £ T EISTURY, FEthFoiA R e A in s 5 XRET X R,
FEFEA—ENERNELITAMN T aFEI . Ba, REFEFH
FERFGRE? THENERITRRFENRT ZHEIES FUIGRE.

9.1.1 %15 SBERT

BN BEA T EBEIES BERT wREWER, A% T — 1 EIEAE
EAR S HIEER ZHR04FIES L%/ %1EE BERT 1&RE!
(Multilingual BERT, mBERT) , HEEWIFZMIES RREMERBIAIENX
EH, THiETHuggingFacetgfiftransformersfE, JER—1N %18
SBERTEF. EHrh, FAHANEXSXNERZIESBERT-basefZH!
(bert—-base—multilingual—cased) , {E5HHEIET, BENIZMMANTHY
[MASK] 1B 7¢ 3 B RBUFRIC o

»>> from pprint import pprint
»>>> from transformers import pipeline
>>> unmasker = pipeline('fill-mask', model='bert-base-multilingual-cased')
>>> output = unmasker( ' like[MASK]')
>>> pprint(output)
[{'sequence': '[CL8] # like & [SEP]',
'score': 0.10890847444534302,
'token': 2262,
'token_str': 'ff'},
{'sequence': '[CLS] # like # [SEP]',

'score': 0.062090761959552765,
'token': 3976,
‘token_str': '#'},

{'sequence': '[CLS] & like # [SEP]',
'score': 0.056943025439977646,
'token': 4784,

‘token_str': '#§'},

{'sequence': '[CL3] F# 1like 8y [SEF]',
'score': 0.03233294188976288,
"token': 5718,

'token_str': '®y'},

{'sequence’': '[CLS] # 1like Love [SEP]',
'score': 0.0315188392996788,

'token': 11248,
‘token_str': 'Love’}]



FEAIMA A= RICEFRIA) T “Fklike[MASK]” , BIR&ES
HEIA ML Al “OR0 Ty 3R, B9, Love” o AJI, MILHZERE
AHFEER, AHRNEE THRXAMESHER, HIAIZEERHSK
REBEIRALIE S MBS .

% & SBERTAE A A 5 B8 S BERTHHE AU TS E S AR B LEHy,
HERBIESEZHRINER. HTERNEZIESHIE, FLk%ZiES
BERTH VBB S RE BIFIRMEZ B S HIBIES KA. (Multilingual
Masked Language Modeling, MMLM) . H4%bd, FciafFEBAINEEITAIN,
AEENESMESNEIERIMZAERT, TEARATEMESHIEET
&1, MREPHRESERNMEMIESINES EERE, FItRAREH
MR A EMARIES HITRE. &F, EAREIESMIRLCAE,
FrLA 2B SBERTEYIAIR B S TR EMIES .

At LB REMAEZESEEHIE LN, REERIFTAIE S MIE
=, S MESRTAMERNENZEEARE? XETERRANESES
FHEERAER. £EFAFHR. FMEESER, BE—MESHXA
h, ZERBHMIES, LHE—LREERES, EMNEERLZET L
L. BMfERAENERRIES, AEAMNtELESAELEEREA
HAES AL, XFFR X FR{ECode-switch, WNZARFHIFHEL
BAERENEXXARIE. BERTEANFRARWIA—DIRS THZEL (F
i) HUATREME, W—LEIRINES, RAKAMELCE—L£E%, BR
IARAARER—H/, AttZIFRAYINGE, et TAENLZET
A, XELZECSEFAEAMR, T8 TARES < ERIEE,
M 2 FE S E R A E BB X 2B A

A, MRBESZERXZMEALLL, SIFBXMAFASZMIES
& B BEERENTUNZTG AR BoanffiRize] e ?

9.1.2 BiEESTIIZIESRE

AT ERBIEER ERZIRPCE/DREIEE, Facebookigh THIES
& IBES =R (Cross—Iingual Language Model Pretraining,
XLM) 1671, 7 BERTENTRINIZRSREEEA £, XLM RAETIEQIXTHIE
FIBS1&EA! (Translation Language Modeling, TLM) FuillZ&B¥r, H)
BEAFENRMES A FEfERR, REERMIES PREVIESS
FFi7], HBIIRETN, FFRESHEERGIE-1FR. H—HE



=M HEE RN R, H—MES A LUREIIMNIATERESR, A
M SLILESIE S HY B 7.

;
( Transformer j

S P, SO | US  PUDS S | Sm || S
wn (] (5] o] o] (o) ) (o] o] ) ]

+ # + + + + * + *
vz [N 0 B | | I I I

+ - + + + + + + + +
e [ | o | [ | [To] [ | [T ] (oo f [Po] e ] [0 ]

E9-1 &5 S AR =P

XLM SERENS TEE mBERT EIFAIMR, (BRKHIGEFITAIXT,
ARMBZIESREFR B AR AT EIE. B, FOERITHE—KE
AFEINN, XERTEAFEHBHATFH. EXEREMNLETXER, A
MXTREE M EEIER T — k. AT HRIZO)RE, Facebook X X
XLM 1T T 0, 27T XLM-R  (XLM-RoBERTa) #&#ules] | =
X, XLM-REU#EBIZEF) SRoBERTa—E, MEXME AKX AETFEGE T
BB SREMNTINEES, NMABKRBAUERITIERE. ATiH#H—
SIESERIENEF IR, XLM-RILER T M & T X B9Common
Crawl ZIESBRIE (BIM00MIES) . THEUERFEHAXIM-R LargetRH!
BT IR FEE SRR :

»>> from transformers import pipeline
»>> unmasker = pipeline('fill-mask', model='xlm-roberta-large')
>>> output = unmasker('#%like<mask>') #

>>> pprint(output)



[{'sequence': '<s> Flike this</s>',
'ecore': 0.36575689911842346,
'token': 903,

'token_str': '_this'},

{'sequence': '<s> jfilike you</s>',
'score': 0.051715511828660965,
'token': 388,

'token_str': '_you'l},

{'sequence’: '<s> flike This</s>',
'score': 0.02b3286564795885086,
'token': 3293,

'token_str': '_This'},

{'sequence’: '<s> #Hlikeyous</s>',
'score': 0.017862726002931595,
'token': 53927,

'token_str': 'you'l},

{'sequence': '<s> Jilikeif fH</s>',
'gcore': 0.01675223931670189,
'token': 7566,

‘token_str': 'iHfE'}H]

HAMIMANPESCEZRIAF: “F like<mask>" |, HRES
eI E MBS A “ this. _you. This, you, 1EME” , HFT
B\ “ 7 RIRTHE. BIAXIM-REmBERTaY4 H 45 RAFEL R MR S Zh
%, BEREEZELMRTHMESEMNKS LI, XLIM-RESRERERT
mBERT, AT #H—LRAXM-RIT TARIERIES HIEHBEEN, RFER
ZRIEFATAIXBIPREI, AT AN AitiBidiaC Code—switchi %
1€, BINES Z BRI KL .

9.1.3 ZIEEMINGESHEENNH

ZIEEMIIHESEEREENNABTAREHEARTRE (Zero-
shot transfer) , HIEAERRFEFENFEIES (WXKIE) £, #HXIT
TFEFSHITRZIESTINGESIEENGEE, ARFBARNREERN
RATB#RES, #HITNRFESHTN. <ERU#MMRAEHERTR, 188
EXNTBEMFES, X FNHESALFREEAEE, INTRHEEA
BEERGRRTIFZEFNIES LEGHENNANE.

ATIEEMEZIBSMINZESHEENMS, EASMEBESES
BUREMELFRE LK. O ARFNLEATRS I BIFEELLE
X, &% T EES NZKESREEENKLE—XTREME (Cross—



lingual TRansfer Evaluation of Multilingual Encoders) [¢91 4t
BIRAREESZSHIN RS, 55&5’951‘5?%%@405@ GRIES%—R=®
1B) o FRI-15IE TXTREMERIREHHEKIERE

R/9-1 XTREMERIREMHEXER
ESRY  ERE  MEEAE (ISFRMR) URERE BR8N E5Ae

s XNLI 392,702/2,490/5,010 Mt 15 AR
PAWS-X 49,401/2,000/2,000 SHir 7 LRt
P POS 21,253/3.974/47-20.436 WorbRE 33 iAEbRE
NER 20,000/10,000/1,000- 10,000 i bid: 40 A i

' XQuAD 87,599/34.726/1,190 CENE 11 FEd
(i) %5 MLQA 87,599/34,726/4,517-11,590 EHiE 7 B B
TyDiQA-GoldP 3.696/634/323-2,719 6L (Y% T 9 H Bt
- BUCC ~/~/1,896-14,330 - 5 ] PR
% Tatoeba ~/=/1.000 - 33 RE

BRANHEREERE, BERTFAIHHREEEBIFES NHES
HOSSIRTE, WERPEDT, FEIESMAIASH AR —ER, W
RPERE (EBREN) DNGHNEsthasERNATHIE (ER
B B, ERABINAESHERZENHE HIBEEFERN. AT
Rz, FEERESWTHES LB RERERE, BEEFESHY
TIHES EHEFERE, FeEFtENBIFES . SEEREBE
= LG — P TN ESRERL, ZIRHEFENRIREEZR/NES,
XA T Z1EE F)IZIE S RERME .

9.2 ZIERHE

SaA%IEE KU, ATNGERE RTA] IFEE SMEERHE,
NTTHTIEIE S SEIR .. NS HEMERZENFR. TETAR/ LR
A SRR T ZRAR L

9.2.1 VideoBERT

VideoBERT70] B & — AN ATRIILGIEER, BMINZGEIEREN
SRR SR TR, BERGISIS REEE30MBI R R, SREEH3
% ONN BENREERBYFERE, EEFRK-MeansE AN X LL4FE
EIEPITERE, HBR124 =20, 7361k, B—NEEE—INEMSTH



PRI, XHE—KEMIIF AT UMY AR —ERRE— M REFS. ET
Sk, ZUBERTHRE, I HEHIBA “iHi—F&" AL
Transformeri2®Y, HitRBFUMMENRIFRIS, WNE9-2F77R,

FRIZREFRIV i deoBERTA] LA B 3 F T SNE ZRF(E S5, i AN—EL
XA, RENZAS NS, B, ALV ideoBERTIEFEE TNiff
1%, MEREFHINIFEESE.

>
steak

( WdeaBERT )

E9-2 VideoBERTAE A 9| 4~ =

9.2.2 VL-BERT

VL-BERT 72— Al F UG AN SCARIFRINIGIEEY, {3 F Bl 1R R EL vt
N BY$EIR A TN ZR . 2nEI9-3Fh 7R, EEPIT%EPEI’PFNEzeﬁﬁﬁFast R-
CNNAER! [72] 5 70 Bl K A0S B X 18, (Region—of—Interest, Rol) , H
MEFRE T HNXEBHERSCE, ©BHENMIIELERIFRE
(a0 “J8” &) . REFATLIRF SBERTUKI T KRS, WiERM
BZIMESZSMINGERT .

AR RN )ﬂ“ﬁiw
Lt MHEARER R

boftle [Cast]

! !

( Vistial-Linguistic BERT

1

)
) T
man [ ][»...,1|[-.,..|[».,.|[ ] [ |l -=I|| w~='|| wII
Eﬁﬁiﬁﬁ]l"-_-‘m.-

aem | v ] v I| | Lo ] [ II Il II | [ I i

ansn (] [0 [ 0 0 ) B 2 50 -r
;Y_}

—— el

a7 EiEs [ ]
K 9-3 VL-BERTAL A # i)l & & B




9.2.3 DALL - E

20215 %], OpenAl &% T —MNEFRADALL - ERYESERATIIIZR4E B
R, SVL-BERTMN, tLR2FEAEGAESNAmAAKTINIEG, &
AKX ASPT—HERVTIESRE, REEMBNAZRIESIFC,
mMEEGiRCI. §4%, DALL - EREBRIBMANIBERIES XALERE
NEIEG. BMEMARIES RIE T — M IER R LR FEERE,
HEEBER—NER, XAZARGEN T E TR, E9-4&
7~ TDALL - ERYMIHLE SR, HaigiA A~ “a clock in the shape of a
peacock. (—PNFLEFHIETE) 7

&

E9-4 DALL « Edysph & 2

9.2.4 ALIGN

RN BN =M B EETINGEREBEEFERATINITAR, FEIG
RRBREUNL AW ERIRIE, XE—EREE LR T BI&BRREET.
AT ERIZE)E, LIALIGN (A Large—-scale ImaGe and Noisy—text
embedding) [PIARFMZEHRTINGEBEIZERA “Big—A” 3
TERTINZREHE, FHRAITEEE S (Contrastive Learning) oK, Bl
BHEIEPFER “BliE—3XA&R” SMERIES], Fi@idHELRERE%RS
XAIHEAGFIZ I ERNSH., B, BGMXESHIERS B
BESmE. MINGFRRE IERN A TR EREIFES, SFdE
B, UEExEEL B+ #EEF; B, BEETFES LR
;J,Ej, g?%kﬁ?&%1%%?3%&%5’\]1?%‘50 [E9-5F 7~ T ALIGNFERIZE
R EM .



9.3 FHFNINFE

RIEL7EXIBERTR B ER LRI04, FUNKESEREBSEST
FEMIIR, EIFESFMR, WEE GAtt. 1\ « apk (ki)
F; URESLBIA, KA XRT. XIRHERMER, FIZESIL
RATHNGIIERESF S ERAZRLERERN. RIEERMRES
AR, BEERBMARNE—ST KX, MIGESREEIRISE
HE—LHZE. B, RTXM “PEFR B “FRHEFE" , B8
FAREMRINEERER?

T ek

b5 et

MEEES

(a] #piKinz]
(b] ihdad

s o
wemexAmE | /.
BHEE G- HRRES
(a) xA—BRiE (b Bie—AklRE (o) BR+A-BRER
E9-5 ALIGNALAI £& 44 % 2 & JA

MAKBBERE, AXNNBIRIEEF S FHRNERE, BE
T “MAEEANBEL" , WACSENWHIREMBISRS; FERTUMN
AEMESFEFS] HEB%. Eit, MREBXBBTYUNLI, FXk
FURRATUNGAIRE, — A ERRAREZ SRR (AFEDHK
iR , H—AEBEBERSHETXARBEEPIRE SRS HE R
RERE, HEAETHESTHRI. FEHE, KTBRIESLIE.
BRIZRSHEXTEMREARILTFERHE, BRIEERETREER
RURIREE, MEAEAEDFIRERLUTAER . XEMMRAEBRE=EMWH
SRR, HTHRESHEME, flanai, STEEMIIREES. [F
B, EERBAEBRESLIBESFSHBRATHZENIREIRE, e1E
AILARIAN AR B —HRSH “FR” o XBES—XEHIRRA “Fi
R o AN AR F A X L FFR, HE—HRATNE



=E R RE

9.3.1 BANEMRAYFRIIS

RTHEIMBIEENTONGRE, FEFRREAN O : —2FRMT
KRB FIHR? — 2 EFTIZARB h BN FHEIR ? F1iRAY
HKAZFZAE, BEIRZEMNAEFIESFHIR, HWEIBXIRH, LA
IR EE S RSN SR R AR . BT AT LU X S AR T R AR E
= DR ERE, SFREDT. AESAEN ohE. BEEEREZ
MM T AESER, qiRMicE TR, aE0Hhes=E. Am, RIEBH
SHFMINGERE 2, RABRTESNEFICELFATEENESE
R, F—LEIANFTIMAER AR SIS REEBENNRIEER
PR, [EIETIAR]REZ R EATNEIRAE N FEitk, XEFEX T2
AR NN R R ENIR, MM E MR KB FZGIRE,

1. AR SRR

TERLAREEZEBEARAEE SR —NEENERAT. 5l
n, M FaF “dtEREPEFEE” , mREF b BikA “IBR
E”, AIFEEEERERAKI, BERESXEmAIZHEIRN. A
ZEAEHANEIEIESEE (MW VI BiRkE, STFiErdimA “M]
=PEEE” , FEEEBAT, REAXNEEARCCRTUNNIZE “dt
mn, MAREMAE . ATFEINGEEZIEXWANREE
(Inductive bias) , AVEETMINGKESZFIIAHEHMBEHRER.

EFx—248, SERMRARIRRE TERNIEZRA, 78Rl
BERTHRZUpYEL ALl |, 18 B AL SRR IR FNSSAA HIIR . BAFAY,
ERN | EAR B SR F = FH8R0 R I -

. FINRBIBIESIER, SRERTER—B, EFNERIEMm,
Fep e 4R

© SEBAIESRE. FIMHaE SRR TRESUEENRR LA
APV A SEAHEFR (Mention) , AFETE SR EHEBEN RAFFH R ;

- FIEHIESIRE. MIERH— TSR RIRE FHRAIE X 2
TT. ATREEE, BAMNBAHENTESHRBNMANXAREITIANESY



. HERAT (Chunking) SeEEAMIBESHEXIIBGSHT, RAIWH
MARRFEE, RBREREEREMBEIREFEIRABEKERNEER
igo

RO2PHRBIBR T ZMAE BRI Z BRIX 5. EXMT
h, BIEXT5EEER) “J. K. Rowling” SCARHEADHTUM, FAINZRIEEIATLL
FIBHEE “Harry Potter” ZIBRISLiRAXR. MAZEAIRRHIER
th, RERFZERE “J.”7 5 “Rowling” FhATLAMIL IEFHAITFUN,
MIEFIEESERANIEN .

#<9-2 ERNIERRBI R EHERD SRR 2 BRI X 5 ([M]REEARIE)

RaaF Harry Potier is a series of fantasy novels written by J. K. Rowling
FiRAIHEFS  [M)] Potter is a series [M] fantasy novels [M] by I. [M] Rowling
SRR B RS Harry Potter is a series of fantasy novels written by [M] [M] [M]
MIBRFFEES  Harry Potter is [M] [M] [M] fantasy novels [M] by [M] [M] [M]

AT EFHIRMEIHE (Dialogue) , ERNIEARRYITE BT HiIMAOXT
1HIBS1RE! (Dialogue Language Model, DLM) & Bfs, XBELH
Bk, B@BHILE R BITSE XA [74] .

AT ENMHEBHFTIIIGES, TEEXRFESEN. @BFELNK
SEMXAIER ., ERNIERERIFER BT Hhxemigit, BEtERTXRE
FYHEER. BEAR. EEHEMEEMESFNE, XEHESS
TREZAEH, AZIMHPXESIEMATS LA LER SRR,
ERNIEARBYAELL FBERTAR BV ERERIS T E A BRIFRIN.. 45780, 7EH
NRISERIEZS{ESS E, ERNIEFRBIGEMS R TN E EFEEZNE
. Blan, FFEMESES: “KARTE, XNIFEBE%H, 2 .
P ERBFEMRATBRITAETHITH—IFEZMHKLR. ” , ERNIE
BES EMRM TN E EMMIER— “BREAR" , MBERTHEEAYTIINLE RN
EHMIEIRAZ.

ERNIE HRBFZFH TMAX AP AXENLKIERER, FE
HREERE. ATH—PREATINGREHRTIFEIGEND, HARARE
E RN HAF 2 FSLAR N ER IR EERE A TN AR RS, @BIigseiRiEN S
B A F s clt (Grounding) , FEUEm@EMIN AR <. HALE
AR TR MR EKnowBERT #EAI75],

KnowBERTHR ALK ElFE & RI R — MBI SSAFNR, EMREBH TR



MR EERTAFRERNBHERERER A, Flan, RiEFPER
HIIE X iR ord-Net N B & T X B RHE E XK, URREXINE
& (Synset) FEE. XEERHAIUARITESLANRE; BRHAY
EERBIETFEAARENEFURENX AL, XL X T SEARAHE
WAL SRIT BN SRR R. B, fFeX—RKHaIRESRE
FBFKnowBERTH&EZY

AT BN ARSI FIRE 2 [BIAVEX %, KnowBERT & FE XA
MARITERIRA . T IRA L AISLFIETR, I EASSAF IR ES
AN FBESURMBENNSRRT, REFHSSAFRERERE (Entity
linker) XJiZSLiRfERfiHE. Blan, EAIF “ (EA=Z) WRIEELEM[RE
BB RS, Wik T HRA=TNER. KRRKNENRE. 7 F1, S
BRR IEAR=Z" BIT2R, BIERTHEE, BERTAY. BIEER
SSREE, AILUGREREXMISEAHEE. B9-6RRT “ARZE" BEAR
XS N A SEAA

SLIREEIR SR RELIRIEFR (B “TER=" ) BIRRUULFIREHSL
AR R, FEESLNRAFRETHSSAELBITY . HiF, Hit
WaMAEFTIRSREL LNZFBERMRIELANES. A, FIRERIZEE
EEMNMSE, STaFHEMEMRARRmEITER, AMTEAIMEREIRAY
ME. BEfic B iEiRR R ZERATENMTEA FHHEMBFIE
(Wordpiece) HY% 7~ (Recontextualization) , H{EARET—Z
Transformer BN . MIERIZEH) FSRE, KnowBERTHREUSCER E2TE
BERTHR B AU B4R E Transformer Z [B]3& 1N T — N2 2R FIREE & 1R
®, HIEMERAEMREHNREES ERRMEAT—ETransformer B4
A, WEG-7RfR.

BALE—TSUE, RETHLMLBRNNE (S48 500 Whasom +

- RS ERPNTEAD » 2020 IMTFEEMR T BN ANERE

+ 2009 BRI G B ~ 20085 3G BN

« 1988FE TR ShE B « 1998/ BTVBREMEE, TETNEBNE

K9-6 “FeRZ” | A6y KK
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E9-7 KnowBERTAE A A4 4n 17t sk A AE 42

KnowBERTHRBUAYI)IIZk HARISAE RSB S 1REY, {BRAT LR
TREISIANAR SSLA R EIR4E S, KnowBERTAR BV A 1R] SR AR AS
BAMENRAESS L RIGRIBERTARBL A B B EZAIEE . X T KnowBERTHY
EEZERATHSLWNER, BABRIEE A SEH[75].

2. FMREE

F—XEEPNELUCINMEERFIREE (Knowledge Graph) . #A
NEE R —MHE SRR LA KRR AIE X N, BERUFRRA—
A¥H (L1, X&R, E£MHK2) UKk (K, BiE, BHE) FEXE
ZAMBES, flwm: (FE, 58, ) « (Eg, FE, i
BEse) « (K, ke, 1008BKE) F. HAl, fMREIEEEWS 2
NMATEGEER. BalnlZEMAN M EFEF O

ATEMREERATINGER, BERFSERHETHAFLEE
BIRF 5T A RIZH TERNIETHUAERIL76] (e A AN 4RI LUE TR ST /T 4B 1Y
ERNIEF&RI[X 4}) . ERNIETHU4E R ZEBERTHE R ST AR 22 (T-Encoder)
R E38im T — 118950085 (K—Encoder) , d1E9-8FfR. K-
Encoder 1B F1IREHEHASLIAFT R SMN AR PR SLIRIEFRTR R (8]
AR ESRSCIENIRARES . 5 KnowBERT #EEIL, X BEIFEERIZINER
MAESRLENEERRTESGRBEEFETESE, BERETMIIZ
HREPFRBFAL., I TFEHREESLERUNRXRZNRTEIBRESHS
3%, ERNIE™U {$5f TEEE 2 8 TransE #8807 $RERANIN Eit Y sC
Az
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AMAMEE

EEmE

K-Encoder M x ; *[‘ : 1
BABIEEN BLEEEN
5 1“ = ¥
Transformer TR
AR &5

T-Encoder N x T
ZABEED
|
Eintat TN

B 9-8 ERNIETHU4s 7 4z 2e

K-Encoder HZ NN S/Z (Aggregator) H\EMEK. E—1 M
RS BRES RN X AR R LAREEPHEN S ARR, BT
HENEEREME. MERNRERSXARERTFEAT—IEIR
RS BRI . EFNEMEL, BRT EMABERTEREHEDIES 1HE
(MLM) AR T —RIFM (NSP) fEAIIZIES, ERNIETVTERH %S H#ia)-
SR Z BRI SF R RFI TG (HETXISEAEHITIE) , HEKE
B EARE SR SR X 5T RO B 1R F R FIUM S IR fR A e .

SFERERE, BR7TEFTUNZGMERIANRE, ] EIREHEIEN
R XA R TSR, 540, K-BERTHEZE!781%| M E0iR B Xt N\ 6
FHRSAIERHEITT R, NMEEIRIREHIMAN, ME-9LETER
DR, AT ARG FRIBMNAMERERR, *%ﬁ:i‘fﬁi‘itﬁﬂﬂ’l
'1_LE%’~§|L_1T§FH 5(".9 9HIfFH, “CE0” 5 “Apple” BIUER
515 “is” “visiting” #E3M4, NMERFERBEZELERES)
ZMEA—EME. $5, K-BERTAEAIFI A B EE SRR RE ST RSIR
FHEMANN B EENTHMALAR, URAER DT FRIM AT
TN FER AR m R B IR . 50, 29X 8RR sHEN
SRR, BEARS X ERRIRMEEART R (E9-9G T3 ER)
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9.3.2 Z{ESEFZ]

R T AL#ERNEREEIRE, B—XEEZMNFHMAEREEHM

NLPAESSBIFRERIRE, EEBANADLMBERDRES. EEEYT
[e] &Ry A) F AR E FUAESS AR EE A XA T R AREZESF
REXLEEZHREIRERERRAATLIRIZE T —ENRENEE
B, RIRESRFINKIER. BEETNTAREHIRE D F SR Fu)I g,
ZEFFIME—MERANATRAREENNIHBF IR, #
8. 4. 3TN BAITSTINZARE, BERFARFNRESEIRAIARLERK
MElRE, MNMAE—ES—WIERNSSIMZESF S SHT5ERAS
ZRWFE DR, ETZESFINMNGT RS SNEETRER
EREITB mETUISGMRREAEER. (EARMEA R AR EFIHE
iR, MENGYEMEHARENENTRE—DSRIET.

1. MT-DNN

MEIR HBIMT-DNNFZEY (Multi—task Deep Neural Network) Z=—
NMEaBRAMEERTY . MT-DNNEIEBL AN EI9-10FF 7R, 1EEITEA
EFANET, PHREZESZHEZHRIBE (SBERT—H) WUKRESHEX
B E . MT-DNNIRBE T AR RBAESIERELES, 73l
BRI AR (GACoLA, SST-2)  AIFISCASZE (YARTE. MNLI,
MRPC) . AHEME (ElYVFE)en) URMEXMHIF (HEFEED)  RE
KAREZNAEEMEEEHNSSH . REMARES R SBERT
EAR—5, B “[CLSI3zA1 [SEP]3CA2 [SEP]” B9,



( Plclx) Sim(z.22) | P(R|P.H) Rel(@, A)
ESHEENBLE < T | 1 I
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o B A e
TransformerfRi32%
HITREE < ’
|
p MART
T
QFHEGHEA

) 9-10 MT-DNN&4 A A 25 44

REMIGIIEN ABINE, EENSESAZNEBRETH
VI, 755k SBERTIEA—3; SREFIR & MESAIREHIR L RIBRA
R R TARENSESES. STORERN, ST5E5F I
NT-DNNEEURT LUZEHS E HE 55 Dt — S5, B AE I AUS EF AR,

2.ERNIE 2.0

& T FIREANLPIESHARFERIE, T A UM TFRTE AR 5545
SEBRTHRE—RINESFHKEES], UH—HRATISGERREE
1. BEMNMR ARIEERNIERBI Rz FM T 80HE, 7 HIMIEE.
AERIENEEMETEMEENTNEES, HBEITEESESFES

(Continual Multi—task Learning) BYARFHITIERXTMIIZK, MM
B3| TERNIE 2. 0&#I[80]  ERNIE 2. OF&ERUIEZLANE9-11FR 7R

EEEREMAE, RTEHANIEEE, REEMAUEMESE, ERNIE
2.0(F T —1 &9 Y{ES B2 (Task embedding) « B—FIZ&E
EXN—PMEIBESRE (1, 2, - - ) HERKAEERER
~, HNESIEREH. FREZSHAERZESZFITHNERFEK, 1
HEAEESBRZHIERT. X575, GPT-3ZF4E KR! (8.475) Hi{EH
Eg}?&ih%ﬂ_? (Prompt) RBIEZAMAY. =EViaE E 52 5% B LA T Tl
ZH1ES5
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WiE/Hik AR

aAFENF BR RN
REXEHMN
P TR R AFERHN ERERExE
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TransformeriSioEs
' 1- 1 l
Eanm [ 3 | 3 =]
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fimEE o | 4 6
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HeE | =E Tk ke ok [5EF] | Dakend R kel [5EF] ToharT inkand ki 5eF]

E9-11 ERNIE 2. 0&2 A 4E 22

(1) IEEME RTINS
* ERNIEFRBI[RARI IR, SEF, FiBEngiRa,
« BIAHYKE (Capitalization) Full;

© BRI XR AT (BRI AR RFRIE R & IR ER—XC
HERYE A SIARR)

(2) IBEHEMINEKRES

s A FEHIF: SFHEHITELRISCAIR, REERBINF;

* BIFHEETUN: FIETEANBAEDE)F 2K B R —X B A HEER
AF, ARR—XHEBENAEAF, kB ARNHE. Ftkt:—)
%),

(3) EBXHEXTINEKES

* BEXZH (Discourse relation) Fi: XtAIXTFIBIAVIEEEXRFR 7
%, XEAB THRAKES FHBNES X ARRED,

« EEREMERXM (IR Relevance) . XBEFEMEMRSIENE
WHE: BEERSIENEIGS AR EARBPNEAaX, MRZ
MHERALIERRGERT, WAABELHEX. B, REHAFEES
RTE—LZ R HEEXS5EHEX.



ETF1EBVIIZTFE, ERNIE 2. ORA T EEZESFINEAR,
EINEIREZPFHIEMESBREHFEITZESFES . EEFRBEFERX
BATHERHT, BIABNMESPREEZSIIMEZESEIHHE
R, LWHERKIA, XN AT R EEE S

(Continual learning) BYFNIRIZRIOIE, HEBFEZMEZERES
EYIIIZR. ERNIE 2. 0FEFP, R EZFIMES LHEE THERNRI, [
B RFINZGESZENT RZESZSZEINNFITR TRZE X

9.4 BHESHFINIGIRE

PRT %IES . ZEREAMFHEIE, THRZHIERBHMBIRT,
MTTENGHESMRREEEF. flin, ZBEELSEHARBERSE L/
A7, BRTFBXFFESIRA (Optical Character Recognition,
OCR) FARBRIMIA, WIRZFFHRAGEERELIEEEE,
LayoutL M2 Z 45 R IF SATRINZM ELFIA T B TR ER B
B, BYiRE T EXHAARIEMEE. LayoutlM 2B E 2
LayoutLMEYEAL £, SIATIRBHEIGESR, EXEMREE. XHEE
{%g%&%niﬁWﬁz—?ﬁﬁllﬁii%%%ﬂ&%ﬁ%ﬁﬁ9&1?:%J:ER?E=?=T?E&?E’\J
S 0

Fih, BERZVEEMINEFMHEERISS, WEEARN AR
SHEHXHFRE, BRTHERESHZENETE., ShEESE, XLER
A AEIZEIEN “BPERFEDMNEREES R EEZ? 7 Fof. HTE
Wb IRARIX LESR/AR, HFEEHHFITIING. AT, MRFFIZHHI
FAUEALARTIZGZRRE, MSkEXHEEMINEXER. Ak, )
M EZTaBERT 84| TAPASISSI Z 4t it RABMITINILIEE!, BRIEBAEN
NEURFRPF—ITHER (BHZN (AR, X8, BxiRmE) X
FI=JTeRARR) #pk— AN, EPXEEoERBEIESIEEEAM
WZBir, MBI MBS ESIEE SR (P87, K8 o (BTt
BME) 1EATINZB R, MMERIFIZX AR UL FTES NIEEHE
8. =R, TIERFTINZGIERIEText2S0L CHFBRIEBS#HSLIER])
FESZPEUS TIRFBIHR.

9.5 Ih\gE



MEZIRSEIRIEREZE SR I 2RBUBR A E 8 (General
Intelligence) BIWZRZ &, AEFEREMIGER P ZIRSEHIR
MERAK, 2ANZIES. ZEAEARFHIIR=1NAE, SEamHAIK
RHRBESFERITTNER. BENET ZBETINGERE, 81F
mBERT SXLMIEEY , SAFF/48 T LIVideoBERT, VL-BERT, DALL - EXZALIGN
HRB|AFLE ZEABEENTIISGEE. &F, N8 TERNIE,
KnowBERT, K-BERTZERANSEA, FNHRENEZFLMLENIRERER, UK
MT-DNN. ERNIE 2. 0FFI A ZESEIMAEMF S ELSHEEEESEH
RE, BRUAERBIFIERSIN, TEEND TNMMASTE, RIEEE
LIRS AR B .

S]
9.1 ERZIBEE NG ERARNEEENSENBIAS.
9.2 {fHuggingFacelz{ftftransformersiE, 43 7lSEIREFmBERT

REEXM-REERMISIES BB S HIE, FAEHENAEERHESEXNLI
b vz oAl

9.3 WA SRR S R FUNISARE Bl A ML £ Z APk AER
WM? EEEMAVERICERPA.

9.4 FHE T ENRERTRIIZAEE! (40 ERNIE, KnowBERT) 7Z7EMfLL
BIERRRS?

9.5 BRT KMk, XRFEMUINN, Bt AL IR Z2IZE
RUER DAY E AN AR B ST Y ?

9.6 EHEFRLESTF INLIET, FRITEES GES) K
BIEE . WEEESN—, TN EEMLLa)RR, AR AL
RB%? 254 MT-DNN, ERNIE 2. 0tREY, PIKESENBRITSFRAHRIT
ST
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